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Resumo

Al(’)gica default foi introduzida para manipular raciocinio com conhecimento
incompleto e tornou-se o principal paradigma para a formalizacao do raciocinio
nao monotonico. Muitas variagoes foram propostas com o objetivo de solucionar
algumas limitacoes do formalismo ou para proporem diferentes intuicoes sobre o
papel das informagoes inconlusivas. Porém, algumas das principais caracteristicas
foram mantidas: a informacao inconclusiva é representada por regras default,
objetivam o calculo de extensoes e, para isso, utilizam uma caracterizagao através de
operadores de ponto fixo. N6s propomos uma nova abordagem para o raciocinio nao
monotonico. Nesta dissertacao, apresentamos a Logica Defeasible com Prioridade as
Excecoes. As principais vantagens desta proposta sao a nao utilizagao de pontos fixos
para definigdo das expansoes (nosso correspondente de extensoes) e a propriedade
de prioridade as excec¢oes que nao permite que uma proposicao inconclusiva interfira
na derivacao de sua excecao. Além disso, apresentamos uma nova maneira de definir
as extensoes da logica default e de duas das suas principais variantes a logica default

justificada e a logica default com restrigoes.



Abstract

efault logic was introduced to manipulate reasoning with incomplete
Dinformation and became the main paradigm to formalize nonmonotonic
reasoning. Many variations have been proposed with the objective to solve some
limitations of the formalism or to consider different intuitions on the role of
inconclusive information. However, some of the main characteristics had been kept:
inconclusive information is represented as default rules, objectifies the calculation
of extensions and, because this, they use characterizations through fixed-point
operators. We consider a new approach for nonmonotonic reasoning. In this
dissertation, we present the Defeasible Logic with Exception-First. The main
advantages of this approach are: it does not use fixed-points operators to define
expansions (our correspondent of extensions) and exception-first property that does
not allow that a inconclusive proposition intervenes with the derivation of its
exception. Moreover, we present a new way to define the extensions of default
logic and two of its main variants, justified default logic and constrained default

logic.
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o 1

Capitulo

Introducao

1.1 Motivacao

A modelagem do raciocinio é um dos objetivos centrais da area de Inteligéncia
Artificial. Busca-se a construcao de “sistemas inteligentes” que possam realizar
processos como a tomada auténoma de decisoes, elaboracao de planos de agao,
atendimento de consultas etc. O método geral mais utilizado para a realizagao
destas tarefas utiliza-se da logica matematica empregada tanto na representacgao
do conhecimento quanto na automatizacao do raciocinio. No entanto, a logica

matematica classica mostra-se inadequada para tal fim.

O raciocinio matematico tem a caracteristica de ser dedutivo, ou seja, é analitico
(as conclusoes obtidas dedutivamente de um conjunto de premissas, de certa forma,
estdo contidas nas premissas) e conservativo (a adigdo de novas premissas nao
invalida as conclusdes anteriores). Conclui-se, entdo, que o raciocinio dedutivo é
monotodnico: se concluimos ¢ a partir de um conjunto de premissas I', entao, também,

concluimos ¢ a partir de um conjunto ["C T'.

Por outro lado, o raciocinio do senso comum nao é dedutivo. Ele trata
com informagoes imprecisas, incompletas e, inclusive, com a falta de informagoes.
O raciocinio do senso comum é ampliativo (as conclusdes nao sdo logicamente
vinculadas as premissas) e seu conteudo transcende ao contetdo das premissas.
Dessa forma, a caracteristica béasica do raciocinio do senso comum é a nao
monotonicidade. Devido a isso, o raciocinio nao monotoéonico se constituiu na

principal ferramenta para o tratamento computacional do raciocinio do senso
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comum.

No inicio da década de 1980, face ao crescente interesse pela formalizacao do
raciocinio nao monotoénico, surgiram importantes trabalhos com essa finalidade.
Dentre estes trabalhos, Reiter apresentou a Logica Default (REITER, 1980) que junto
com outras propostas foram publicadas na revista Artificial Intelligence (ntmero 13,
1980). A partir de entao, a logica default se tornou o paradigma para formalizagao
do raciocinio nao monoténico mais conhecido e estudado, devido, principalmente, a
sua simplicidade conceitual, ao poder de formalizar diferentes aplicagoes do mundo

real e pelo seu alto grau de expressividade.

1.2 Visao Geral

O objetivo do raciocinio nao monotoénico ¢é extrair de uma base de conhecimento
o maior nimero de informagoes inconclusivas possivel. A maneira de como
conseguir este objetivo é o ponto crucial de qualquer formalismo nao monotonico.
Essa preocupacao esta presente ja nas logicas nao monotonicas seminais: Logica
Default (REITER, 1980), Circunscrigao (MCCARTHY, 1980) e Logica Autoepistémica
(MOORE, 1985). Como é comum neste tipo de raciocinio em IA, assumimos uma
base de conhecimento contendo informagoes conclusivas (os fatos) e informagoes
inconclusivas (estas podem ser rejeitadas com o surgimento de novas informagoes).
Porém, diferente das propostas tradicionais, nés temos uma maneira distinta de
abordar o raciocinio nao monotonico. Essa se distingao se da, basicamente, em

quatro pontos que sao:

Generalizacoes A logica default representa as informacoes inconclusivas por regras
default da forma O;—ﬂ que pode ser lido como “se a é conhecido e 3 é consistente
com o que se sabe, entao conclua w”. Essa forma de representagao foi
reproduzida pelas variantes da logica default. Nos, entretanto, representamos
estas informagoes como expressdes da forma: ‘P — (Q’, que pode ser lida
como “geralmente P, a nao ser que (). Onde ‘P’ representa a conjectura
da proposi¢ao e ‘)’ sua condicao ou excegao. Vale ressaltar, como sera
mostrado na Defini¢ao 4.1.4 , que esta representacao é equivalente a um default

. . , .. . PAQ
semi-normal livre de pré-requisitos (por exemplo: ~5=).

Expansoes O que diferencia a logica default de suas variantes é a forma

como sao geradas as extensoes. Uma extensoes ¢ um completamento
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das informagoes conclusivas com inferéncias inconclusivas, preservando-se a
consisténcia e nao violando as excegoes (condigbes de aplicabilidade das
regras inconclusivas). No6s, no entanto, preferimos definir qual conjunto
de informagoes inconclusivas pode ser aplicado com relacao a uma base de
conhecimento dada. Denominamos esse conjunto de expansao. Dessa forma,
conseguimos deixar claro quais regras inconclusivas foram utilizadas para se
chegar a um conjunto de conclusoes. Além disso, separamos o processamento

nao monotonico do processamento classico.

Propriedades A estratégia para definicao de extensao da logica default e suas
variantes é a utilizacao de operadores de ponto fixo sobre conjuntos de
formulas. Do nosso ponto de vista, expansoes sao conjuntos maximais, com
respeito a algumas propriedades, de informacgoes inconclusivas. Dessa forma,
além de definirmos nossa logica defeasible com prioridade as excecoes, também,
somos capazes, somente alterando as propriedades, de definir expansoes
equivalentes as extensoes da logica default e de e suas principais sucessoras:
logica default justificada (LUKASZEWICZ, 1988) e com restrigdes (SCHAUB,
1992; DELGRANDE; SCHAUB; JACKSON, 1994). Tornando, assim, a formulagao

destas logicas mais simples e intuitivas.

Prioridade as Excecoes Uma caracteristica importante destas propostas de
raciocinio nao monotdnico é que elas nao concordam quando h& um conflito
entre uma proposicao sujeita a uma excecao e a proposicao que representa esta
excegao como por exemplo na teoria (0, { P—(Q,Q—( }). As duas proposigoes,
obviamente, sao incompativeis, mas qual deve ser aplicada, a excegao ou a
proposicao original? Nao existe consenso para esta pergunta, e as opinioes
se dividem em dois ramos: um em que se aplica somente a exce¢ao e outro
em que as duas proposicoes sao aplicadas em diferentes extensoes. A logica
default de Reiter ora funciona de uma forma ora de outra. Com o objetivo de

corrigir este problema, as suas variantes geram duas extensoes.

Do nosso ponto de vista, a derivabilidade de uma excecao de uma proposicao
deve preceder a aplicabilidade da respectiva proposicao. Esta opiniao esta
de acordo com o Exception-First Principle que caracteriza a DLEF (Defeasible
Logic with Exception-First) (PEQUENO, 1994). Dessa forma, evitamos que
uma proposicao interfira na inferéncia de sua propria exce¢ao. Analoga a essa

idéia, a teoria dos conjuntos de Zermelo-Fraenkel (ENDERTON, 1977) adota
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uma hierarquia entre conjuntos. Os elementos de conjunto sao conjuntos
hierarquicamente inferiores. Afirmamos que exceg¢oes induzem uma hierarquia

inferencial: proposicoes sujeitas a excecoes estao abaixo na hierarquia.

O diferencial da nossa proposta é a maneira como enxergamos o papel das
informagoes inconclusivas. Para noés, essas informacoes sao vistas como regras
sujeitas a excecoes e o principio de prioridade as excegoes é quem norteia o
relacionamento entre essas regras. Dessa forma, somos capazes de simplificar o
formalismo da logica default (por exemplo, generalizagoes sao equivalentes a regras
default semi-normais livres de pré-requisitos) e caracteriza-la de uma maneira mais

natural, flexivel uniforme e simples.

1.3 Objetivos

O objetivo principal dessa dissertacao é propor uma nova formalizacao
para o raciocinio nao monotoénico. Para isso, propomos um nova forma de
representacao das informacgoes inconclusivas, damos énfase em encontrar quais
dessas informacoes podem gerar conclusoes para a teoria, caracterizamos nossa
logica através de propriedades e usamos como principio regulador do conflito entre
regras inconclusivas o principio de prioridades as exce¢oes. Além disso, outro
objetivo é propor uma caracterizagao da logica default de suas variantes através

de propriedades, deixando de lado as defini¢oes através de operadores de ponto fixo.

1.4 Organizagao da Dissertacao
]

Neste primeiro capitulo apresentamos as motivagoes que nos levaram a estudar o
raciocinio nao monotonico e em particular a logica default. Além disso, foi mostrada
uma visao geral sobre nossa proposta de formalizagao do raciocinio nao monotodnico.
O Capitulo 2 é reservado para uma discussao sobre as caracteristicas do raciocinio
nao monotonico e apresenta algumas das principais propostas logicas de formalizagao

desse tipo de raciocinio.

A l6gica default e suas variantes - justificada e com restri¢oes - sao apresentadas
formalmente no Capitulo 3. O Capitulo 4 propoe nossa forma de formalizacao do
raciocinio nao monotonico. Nele sao apresentadas a logica defeasible com prioridade
as excegOes e as definicoes de expansoes para a logica default, logica default

justificada e logica default com restricoes. No Capitulo 5 apresentamos a proposta de
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defini¢ao das logicas default de (FROIDEVAUX; MENGIN, 1994) realizando um estudo
comparativo com a nossa. As conclusoes e perspectivas futuras sdo apresentadas no

Capitulo 6.

O Apéndice A apresenta as provas dos teoremas que relacionam nossas definigoes
de expansoes com as defini¢oes originais da logica default, l6gica default justificada
e com restricoes. No Apéndice B, estendemos a formulagao apresentada no Capitulo

4 para a linguagem da légica de primeira ordem.



Capitulo

Formalismos Nao Monotonicos

2.1 Introducao

Assim como a légica dedutiva possui sua relagao de conseqiiéncia, as légicas nao
monotonicas propoem diferentes tipos de rela¢oes de conseqiiéncia para lidar com
informagoes inconclusivas. Dentre as principais propostas de formalizacao légica do
raciocinio ndo monotonico encontram-se a Logica Default (REITER, 1980), a Logica
Nao Monotonica (MCDERMOTT; DOYLE, 1980), a Logica Autoepistémica (MOORE,
1985) e a Circunscrigado (MCCARTHY, 1980).

Neste capitulo apresentamos, inicialmente, uma discussao geral sobre o raciocinio
nao monotodnico. Introduzimos o tema comparando-o com o raciocinio matemético
e com o raciocinio do senso comum. Em seguida, mostramos como sao tomadas
as decisoes nesse tipo de raciocinio. Concluimos a Secao 2.2 apresentando a
classificagdo de Moore (MOORE, 1985) para as diferentes formas de raciocinio nao
monotonico. Além disso, na Segao 2.3 fazemos uma breve apresentacao da Logica
Default. Na secao 2.4 encontramos duas propostas modais de formalizacao do
raciocinio nao monotodnico: a Logica Nao Monotonica e a Logica Autoepistémica.

Por fim, apresentamos a Circunscri¢gao na Secao 2.5.

2.2 Raciocinio Nao Monotoénico
| ]

O raciocinio nao monotoénico vem sendo objeto de estudos tanto de filésofos
quanto de cientistas da computagdo (especialmente aqueles envolvidos com

inteligéncia artificial).  Desde Aristoteles, filésofos concordam que a logica
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matematica dedutiva possui um importante papel no entendimento da ciéncia,
deduzindo fenémenos que podem ser observados a partir de definicoes da natureza

que valem universalmente e que nao possuem excecoes.

A légica matematica dedutiva possui as seguintes caracteristicas:

» ¢ analitica e conservativa: a conclusao de um raciocinio dedutivo a partir
de um conjunto de premissas estd, de certa forma, nas premissas; ou seja,
podemos afirmar que a légica matematica é nao-informativa pois nao produz

novas informagoes;

» preserva a verdade: se as premissas sao verdadeiras, entao a conclusao também

é;

» ¢ monotonica: a adi¢do de novas premissas (axiomas) nunca invalida antigas
conclusdes (teoremas). De forma equivalente, dizemos que o conjunto de

conclusoes cresce monotonicamente com o conjunto de premissas;

» ¢ desmembravel: depois que se chega a uma conclusao, esta é considerada
verdadeira por conta propria, se as premissas forem verdadeiras (HEMPEL,
1960). Ou seja, uma conclusao pode ser desmembrada das premissas que

contribuiram para sua inferéncia.

Formalmente, uma logica é monotonica se e somente se sua relagao de

provabilidade, -, possui a seguinte propriedade: para qualquer conjunto de premissas

Se S se S CS implica {A|SH A} C {A|S"F A}.

Apesar de todas as importantes caracteristicas da loégica mateméatica tornou-se
necessario encontrar outra forma de raciocinio para podermos representar o
raciocinio do senso comum, pois, nos problemas do dia a dia, sempre nos defrontamos
com situagoes nas quais nosso conhecimento nao é completo. Possuimos a habilidade
para lidar com informagoes incompletas. Ou seja, somos capazes de tirar conclusoes
mesmo que nao tenhamos evidéncias suficientes para garantir sua corretude (as

conclusdes podem ser invalidadas com o surgimento de novas informagoes).

Suponha, por exemplo, que tenho que falar com meu amigo Pedro numa
segunda-feira pela manha. Sei que Pedro as segundas pela manha costuma estar
em seu escritorio. Posso imaginar varios lugares onde ele possa estar, porém, com as

informagoes disponiveis, o comportamento racional é concluir que Pedro se encontra
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no escritério. Suponha, agora, que ligando para o escritério recebo a informagao
que Pedro nao foi trabalhar pois seu filho estd doente. A luz desse novo fato, a
informacao inicial de que Pedro poderia estd no escritério deixa de ser plausivel e

devo procurar por Pedro em sua casa ou em um hospital.

Essa forma de raciocinar é chamada, na terminologia da IA, de raciocinio nao

monotonico.

Defini¢ao 2.2.1. (MINSKY, 1975) Por raciocinio ndo monoténico entendemos a
obtencao de conclusoes que podem ser invalidadas sob a luz de novas informacoes.
Um sistema logico € dito mao monoténico se e somente se sua relagao de

provabilidade viola a propriedade da monotonicidade.

Uma caracteristica basica do raciocinio do senso comum é a nao monotonicidade,
o que invalida sua formalizacao pelas logicas dedutivas tradicionais. Assim, o
raciocinio nao monotdnico se constituiu como a principal proposta de formalizagao
e tratamento computacional do raciocinio do senso comum em IA. Na Segao 2.2.2
mostramos o relacionamentos de varios tipos de raciocinio nao monotdénico com

maneiras distintas de tomar decisoes utilizando o senso comum.

A definicao de nao monotonicidade é uma propriedade sintatica e nao nos
d& ferramentas para sabermos como devem ser as inferéncias nao monotonicas.

Analisamos esta caracteristica na proxima secao.
2.2.1 Inferéncia Nao Monotdnica

As conclusoes do dia a dia sao sempre baseadas na presenca e na auséncia de
informacoes, dessa forma, é impossivel que estejamos certos em todas as situagoes
que nos ocorrem. Porém, procuramos tomar decisoes empregando conhecimentos
e experiéncias anteriores. Apesar de algumas dessas decisoes serem erradas, elas
acabam sendo tomadas porque possuem uma justificativa. Essas decisoes sao
denominadas crencas na literatura de IA e devem ser consideradas apenas como
o que melhor se pode estimar a partir do conhecimento que se possui do dominio.
A inferéncia nao monotodnica nos da um padrao de como podemos chegar a essas

crencas.

Uma defini¢ao informal para padrao de inferéncia nao monotonica é:

Definicao 2.2.2. (LUKASZEWICZ, 1990) Por padrao de inferéncia nao monoténica

(uma regra nao monoténica) entendemos o sequinte esquema de raciocinio:
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Dada uma informagao A; na auséncia de evidéncia de B, infira a conclusao C.

A intuigao por tras da defini¢do é a de que A da suporte a conclusao (premissa

positiva) enquanto B (premissa negativa) é visto como exce¢do da regra e sua

auséncia valida a conclusao. Ou seja, uma regra nao monotonica tem a forma:

“Geralmente As sao Cs, exceto Bs”. Dado um individuo ¢, que estd em A, a regra

nao monotodnica pode ser usada para deduzir que t estd em C', se nés nao tivermos

razoes para acreditar que t é um caso excepcional da regra (¢ estd em B). Diante

do que foi dito surgem trés questoes sobre a interpretacao de uma regra sujeita a

exce¢ao (FROIDEVAUX; MENGIN, 1994).

i.

O que é um individuo excepcional com respeito a uma regra?

De maneira geral, um individuo é uma exce¢ao de uma regra nao monotonica
se ele é verificado na premissa da regra. KEssa verificacao pode ser explicita,
ele ¢ uma das excegoes mencionadas na regra (no exemplo, t estd em B), ou
implicita, nao ¢ um dos individuos mencionados na regra, contudo, nao se
verifica a conclusao da regra, ou seja, apesar de t nao esta em B ele nao estar

em C, também.

O que pode nos fazer crer que um individuo é excepcional com respeito a uma

regra’

Existem duas situagoes capazes de nos fazer crer que um individuo é
excepcional com respeito a uma regra. Primeiro, se ele for provado pelo
conhecimento conclusivo (fatos que admitimos corretos sem sombra de
davida). Neste caso, a regra nao pode ser aplicada de forma alguma. Segundo,
alguma regra R’: Geralmente A’s sao C’s, exceto B’s pode nos fazer crer
que um individuo B é excepcional a regra R: Geralmente As sao C's, exceto
Bs. Isto é, C’s sao excecoes de R. Dessa forma, nao é possivel assumir,

simultaneamente, que:

(a) t estd em A’ e ndo é uma excegao da regra R’. Dessa forma, podemos

deduzir que t esta em C".

(b) t estd em A e ndo é uma excegao da regra R.

As duas regras sao incompativeis. Nesse caso, a maioria dos pesquisadores

da area optam por “criar” duas linhas de raciocinio contendo, cada uma, uma
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das regras. Nos, no entanto, damos preferéncia as excegoes. Ou seja, se
temos razoes para acreditar que a regra R’ pode ser aplicada ela serd, em

contrapartida, R nao sera usado.

iii. Como uma regra sujeita a excegao é usada quando nada nos faz crer que um

individuo é uma excecao a regra?

Neste caso, se o individuo em questao esta de acordo com as premissas da
regra pode-se inferir a conclusao. Isto é, se t estd em A podemos inferir que ¢

estd em C.

2.2.2 Classificagao do Raciocinio Nao Monot6nico

Existem vérias formas de classificar o raciocinio nao monotonico identificadas
na literatura. A classificacdo aqui apresentada é baseada na diferenca entre
informagao incompleta e representacdo incompleta da informacao (MOORE, 1985).

Para exemplificar essa diferenca, considere as seguintes regras nao monotonicas:
(1) Na auséncia de informagao contraria, assuma que uma ave pode voar.

(2) A menos que seu nome esteja na lista dos aprovados, assuma que vocé foi

reprovado.

A primeira regra lida com informacgoes incompletas. Ou seja, se tudo o que eu
sei sobre um individuo é que ele é uma ave, entao devo concluir que ele pode voar.
Essa regra ¢ nao monotonica pois a conclusao ¢ plausivel, mas pode ser que, a luz

de novos conhecimentos, seja falsa.

J& no segundo caso, o raciocinio se baseia na hipotese de que a lista de aprovados
é completa, logo ela, implicitamente, contém informacoes sobre os reprovados. A
regra nao se refere a informacgao incompleta e sim a representagao incompleta de um
conhecimento considerado completo. Dessa forma, no momento do antuncio da lista
o conhecimento sobre o dominio esta completo, porém, a regra é considerada nao
monotdnica pois se refere a auséncia de evidéncia e, caso a lista de aprovados seja

atualizada, a conclusao tomada anteriormente pode se tornar falsa.

Para Moore existe dois tipos de inferéncias nao monotoénicas: raciocinio

autoepistémico e raciocinio por default.

O raciocinio autoepistémico toma decisoes a partir da representagao incompleta

da informacao. Ele se baseia na hipotese de que possuimos um conhecimento
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completo sobre a situacao, mas sua representacao ¢ incompleta por razoes como:
praticidade de economia de espaco. Distinguimos duas formas de raciocinio
autoepistémico. Essa distincao é feita levando-se em conta a forma como essa

hipotese ¢é estabelecida se por uma convengao explicita ou por opinioes subjetivas:

i. Raciocinio autoepistémico explicito: ha uma convencao explicita de que a
informacgao disponivel é completa. O exemplo da lista de aprovados ilustra
esse tipo de raciocinio. Se seu nome nao se encontra na lista dos aprovados,

vocé deve concluir que foi reprovado.

ii. Raciocinio autoepistémico subjetivo: aqui as inferéncias sao baseadas em
opinioes subjetivas. Um exemplo desse tipo de regra é: ‘na falta de evidéncias
contrarias, assuma que vocé nao tem um irmao mais velho*. E razoavel

acreditar que uma pessoa sabe ou nao se possui um irmao mais velho.

Ja o raciocinio por default busca obter conclusoes, a partir de informacoes
inconclusivas, baseado no fato de nao haver evidéncias que tornem essa conclusao
falsa. Afirma-se, assim, que qualquer conclusao derivada por default pode ser
invalidada por novas evidéncias. Denominamos essa caracteristica de anulabilidade?.
Assim como o raciocinio autoepistémico, o raciocinio por default também pode ser

subdividido em varias classes:

i. Raciocinio Prototipal: as inferéncias sao baseadas em observagoes estaticas.
Considerar que uma ave em especial voa ¢ uma crenca baseada no fato de que

a maioria das aves voa, ou que quase todas as aves voam etc;

ii. Raciocinio sem riscos: tipifica situacoes onde resultados errados podem ter
conseqiiéncias desastrosas como por exemplo o caso de um julgamento onde

deve-se assumir, inicialmente, que o acusado é inocente;

iii. Raciocinio da melhor escolha: quando nao encontramos evidéncias de suporte

para tomar uma decisao, pulamos para uma conclusao que parece ser a melhor;

iv. Raciocinio default probabilistico: utiliza métodos probabilisticos para obter

mais evidéncias ou obter maior conhecimento sobre uma evidéncia3.

'Exemplo retirado de (MOORE, 1985).

2Do inglés defeasibility.

3Em (KYBURG; TENG, 2006) os autores defendem que as logicas ndo monotonicas, em geral,
necessitam levar em conta certas caracteristicas da inferéncia estatistica.
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Toda proposta de classificacao do raciocinio nao monotdnica é incompleta,
porém, servem para ilustrar os principais exemplos desse raciocinio. A tabela 2.1 foi
adaptada de (LUKASZEWICZ, 1990) e ilustra a variedade de fatores que dao suporte

as inferéncias do senso comum.

Tipo de Raciocinio Explicagao de uma conclusao A

Raciocinio autoepistémico subjetivo | De acordo com minha opiniao subjetiva, eu
saberia se A fosse falso. Como nao tenho
essa informagao, A deve ser verdadeiro.

Raciocinio autoepistémico explicito | De acordo com uma convencao explicita, eu
saberia se A fosse falso. Como nao tenho
essa informacao, A deve ser verdadeiro.

Raciocinio prototipal A descreve uma situacao tipica. Assim, ha
boas chances de A ser valido.

Raciocinio sem riscos Se eu aceito = A, e depois isso se mostrar
falso, as conseqiiéncias podem ser fatais.
Entao, se tenho que escolher entre A e = A,
devo aceitar A.

Raciocinio da melhor escolha Em vista das evidéncias disponiveis, A é a
melhor escolha a fazer.

Raciocinio default probabilistico Assumindo que os valores probabilisticos
sao suficientemente altos, é razoavel inferir

A.

Tabela 2.1: Formas de raciocinio nao monotonico

Concluimos esta se¢ao afirmando que o raciocinio nao monoténica é uma das
principais ferramentas da IA. Ele pode ser aplicado em diferentes areas de estudo
como visao computacional, processamento de linguagem natural, planejamento
de tarefas, sistemas especialistas etc, pois, todas as areas citadas dependem da
habilidade de lidar com informacgoes inconclusivas. Em seguida, apresentamos os

principais formalismos de representacao do raciocinio nao monotonico.

2.3 Lobgica Default

A Logica Default foi introduzida por Reiter (REITER, 1980) como uma técnica
formal de raciocinio utilizada em situagoes no qual hé auséncia de informagoes
completas. A partir de entao, se tornou um das propostas de formalizagdao do

raciocinio nao monotonico mais conhecidas e estudadas. Ela faz parte da primeira
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geracao de sistemas formais desenvolvidos no campo da Inteligéncia Artificial.

A proposta de Reiter é baseada no uso de regras default. Ele incorporou o
raciocinio default & logica de primeira ordem. Uma teoria default consiste de um
conjunto de féormulas (os fatos) e um conjunto de regras default. KEssas regras
possuem um padrao de inferéncia diferente das regras de inferéncia da logica
de primeira ordem, j& que se baseiam tanto na presenca como na auséncia de

informacoes.

As regras default sao vistas como regras de conjecturas cujo papel é
complementar uma teoria de primeira ordem considerada incompleta. Formalmente,

uma regra default é uma expressao da forma

onde a(7),B(7),...,0.(7) e w(Z) sdo férmulas de primeira ordem cuja
variaveis livres estdo entre = = (21,...,2p). a(7) é denominado pré-requisito,
w(7T') é o conseqiiente e 3;(7) sdo chamadas de justificativas da regra default. Se

a(Z), 3:(7) e w(Z') ndo contém varidveis livres a regra default ¢ dita fechada.

Informalmente, uma regra default ¢ aplicavel (ou seja, podemos crer no seu
conseqliente) se seu pré-requisito é derivado e cada uma de suas justificativas é
consistente com as crengas atuais, isto ¢, a negagao das justificativas (formam a

excegdo) nao sao derivadas.

Como exemplo, a regra default “aves geralmente voam” é formalizada pela regra
default

Ave(z) : Voa(z)
Voa(x)

que é interpretada como: “se x € uma ave e € consistente assumir que T voa,

entao conclua que x voa”.

Uma teoria default A = (W, D) consiste de um conjunto W de féormulas de
primeira ordem fechadas e um conjunto de regras default D. O conjunto de fatos
W ¢, por hipotese, considerado verdadeiro, porém, é geralmente uma descricao
incompleta do mundo. Ja as regras default D representam regras que sancionam

conclusoes plausiveis mas nao necessariamente verdadeiras (crengas).
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Exemplo 2.3.1. Considere a sequinte teoria default:

A= <{Ave(C’ond0r), Ave(Pinguim), =V oa(Pinguim)} , {Ave(@;gw) })

A partir da teoria conclui-se que Condor voa, pois o pré-requisito Ave(Condor) é
satisfeito e a justificativa Voa(Condor) é consistente com o nosso conjunto de crengas

atuais. Note que quando as justificativas de uma regra default sao consistentes a

Ave(Condor)
Voa(Condor) "

nao podemos concluir que Pingiiim voa, pois, apesar do pré-requisito Ave(Pinguim)

regra funciona como uma regra de inferéncia especifica, no caso Porém,

ser satisfeito a justificativa Voa(Pinguim) é inconsistente com o que sabemos.

Um conjunto de conclusoes sancionadas por uma teoria default é chamado de
extensao. Informalmente, uma extensao é o conjunto de todas as formulas derivaveis
a partir de W utilizando-se as regras de inferéncias da logica cléssica e algumas regras
default especificas. Ou seja, um conjunto de defaults D induz uma ou mais extensoes
em um conjunto de formulas (que representam um conhecimento incompleto) da
logica de primeira ordem W. Reiter especifica trés propriedades que uma extensao
deve possuir: ela deve conter o conjunto inicial de fatos W; deve ser dedutivamente
fechada; e para cada regra default, se seu pré-requisito pertence a extensao mas
a negacgao de suas justificativas nao, entao seu conseqiiente pertence a extensao.

Vejamos um exemplo:

Exemplo 2.3.2.

A= ({H omem(Pedro)} , {Homem(l‘) Gl })

ComeCarne(x)

Na Secao 3.1 descrevemos como uma extensao é caracterizada formalmente.
Entretanto, no caso da teoria do Exemplo 2.3.2 a extensao seria formada pelas

conseqiiéncias logicas das formulas Homem(Pedro) e ComeCarne(Pedro).

Como as conclusoes da logica default levam em conta a falta de informagoes, elas
estao sempre sujeitas a revisao na presencga de novas informagoes. Vamos ilustrar

essa caracteristica adicionando a teoria do exemplo anterior as regras

Vegetariano(Pedro)

Va(Vegetariano(z) — —~ComeCarne(x))
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Na primeira situagao concluimos ComeCarne(Pedro) pois nao havia nenhuma
informacao que fosse contraria a ela. Ja na segunda, os fatos adicionados vao
de encontro com a conclusao anterior. Dessa forma, a extensao seria formada
pelas conseqiiéncias logicas das formulas Homem(Pedro), Vegetariano(Pedro) e
—ComeCarne(Pedro).

Na Secao 3.1.3 apresentamos algumas caracteristicas da logica default que sao
consideradas problemas ou falhas por grande parte do pesquisadores da area. Em
contrapartida, para o caso especifico de termos teoria defaults normais Reiter
(REITER, 1980) demonstrou que sua logica possui grande parte das propriedades

que falham para teorias arbitrarias.

Teorias default normais sao compostas apenas por regras default da forma,

a:p
E

isto é, a justificativa é equivalente ao conseqiiente da regra. Teorias default normais
cobrem um grande conjunto de aplicagoes praticas. Todavia, o proprio Reiter em
(REITER; CRISCUOLO, 1981) chegou a conclusao que muitas regras nao monotonicas,
que isoladamente podem ser expressadas como regras defaults normais, devem ser
re-representadas quando se encontram em um contexto mais amplo, principalmente

para se evitar a transitividade que acontecem em algumas teorias defaults normais.

Dessa forma, foi introduzido em (REITER; CRISCUOLO, 1981) as teorias default

semi-normais. Essas teorias sao compostas apenas por regras default da forma

a:BAw
w

ou seja, a justificativa da regra engloba sua conclusao. Teorias default semi-normais
nao possuem grande parte das propriedades das teorias default normais. Porém,

possuem um grau muito maior de expressividade.

Para nos, as informacoes inconclusivas de uma base de conhecimento nao
monotdnica sao vistas como regras sujeitas a excecoes, dessa forma, teorias default
normais sao de pouco interesse para noés ji que nao representam as excegoes.

No Capitulo 4 apresentamos nossa proposta de formalizacao do raciocinio nao
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monotodnico. Devido a nossa forma de trabalhar com as informagoes inconclusivas
somos capazes de d& maior clareza ao nosso trabalho, realizando algumas
simplificagoes. Dentre essas, trabalhamos apenas com informacgoes inconclusivas
(denominamos generalizagoes) que equivalem a regras default semi-normais livres de

pré-requisito. Decidimos por essa simplificacao baseados nos seguintes resultados:

i. Qualquer teoria default arbitraria pode ser representada como uma teoria

default semi-normal (MAREK; TRUSZCZYNSKI, 1993);

ii. Qualquer teoria default arbitraria pode ser transformado em uma regra default

livre de pré-requisito (DELGRANDE; SCHAUB; JACKSON, 1994);

iii. Regras defaults semi-normais tem o mesmo poder expressivo de regras default

arbitrarias (JANHUNEN, 2003).

2.4 Loégicas Modais

ermo “loégica nao monotonica modal” é reservado para alguns formalismos
Ot “] t dal” d | f |

nao monotonicos que estendem a linguagem de primeira ordem para representar

¥

[N

nogao de consisténcia e (ou) crenga. Elas empregam o operador modal ‘M’ que

interpretado como “é consistente interpretar”. Dessa forma, Mp é lido como: “p

[N

consistente com a teoria”. As regras inconclusivas tém, nessas logicas, a seguinte
forma:

gANMp—p

Isto é, se g é verdadeiro e p é “possivel”, entao p também é verdadeiro. Nessa
regra, Mp representa o fato de —p nao pertencer a teoria.

A principal dificuldade dessas logicas é capturar o significado pretendido do

¢

operador ‘M’. Cada logica possui seu proprio significado e, assim como na légica
de Reiter, as extensoes das teorias sao definidas por meio de operadores de ponto
fixo. Discutiremos, nessa se¢ao, duas das principais l6gicas nao monotonicas modais.
Primeiro, apresentamos a proposta seminal de Mcdermott e Doyle (MCDERMOTT;
DOYLE, 1980). Na secao 2.4.2, apresentamos a logica autoepistémica, proposta por
Moore (MOORE, 1985) com o objetivo de solucionar algumas fragilidades da logica

nao monotonica modal de Mcdermott e Doyle.



2.4. Logicas Modais 17

2.4.1 Loégica Nao Monotonica

A primeira logica ndo monotonica modal foi proposta em (MCDERMOTT;
DOYLE, 1980) e denominada Logica Nao Monotonica. Nessa proposta, os autores
acrescentaram a linguagem da logica de primeira ordem o operador modal ‘M’; onde
Mp é lido como “p é consistente”. Como exemplo, a regra (2.1) pode ser usada para

representar o fato de que “geralmente Homens comem carne”.

Homem(z) A MComeCarne(x) — ComeCarne(x) (2.1)

Adicionando-se o fato de que “Pedro é Homem”, Homem(Pedro), e nada mais,
é consistente acreditar que ele come carne. Entretanto, se ficarmos sabendo que
Pedro é vegetariano, Vegetariano(Pedro) — ~ComeCarne(Pedro), é inconsistente

acreditar que Pedro come carne e a conclusao da regra (2.1) nédo ¢é aplicada.

Nessa logica, uma teoria ¢ um conjunto computavel de sentencas da linguagem
que sao interpretadas como um conjunto de premissas sobre o mundo. As extensoes?
de uma teoria devem ser vistas como um conjunto de crengas que podem ser

verdadeiras. Trés condigoes sao esperadas para esse conjunto E':

i. F deve ser dedutivamente fechado;
ii. F deve conter as premissas;

iii. F deve conter qualquer sentenca da forma Mp, tal que E ¥ —p.

Formalmente, uma extensao E é obtida a partir de uma teoria A de acordo com
a Def. 2.4.1.

Definigao 2.4.1. Seja A uma teoria. Um conjunto de sentencas E € Ly é uma

extensao de A\ sse

E=Th(AU{Mp | p € uma sentenca de Ly e ~p ¢ E})

No nosso exemplo, se A contém o fato de Homem(Pedro) e a regra

Homem(x) N MComeCarne(x) —  ComeCarne(x) podemos assumir,

4Na terminologia original de Mcdermott e Doyle uma extensdo de uma teoria A é denominada
de ponto fixo de A.
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consistentemente,  ComeCarne(Pedro) e obtemos a proposigdo modal

MComeCarne(Pedro) o que nos permite derivar ComeCarne(Pedro).

Apesar da Logica Nao Monotonica gerenciar bem o nosso exemplo sobre Pedro,
ela falha em muitos casos. Essa ineficicia é causada pela fraca relacao de inferéncia
entre formulas com ou sem modalidade. Ou seja, a logica nao captura bem o
significado desejado dos operadores modais. Os exemplos a seguir ilustram duas
dessas falhas (LUKASZEWICZ, 1990).

Exemplo 2.4.1. Seja A = {Mp,—p} uma teoria ndo monoténica modal. O
conjunto E = Th({Mp,—p}) € a extensio associada a teoria. Esse resultado vai
de encontro ao significado pretendido do operador modal M pois é o mesmo que

afirmamos que p € consistente e enquanto —p € vdlido.

Exemplo 2.4.2. Seja A = {—~Mp}. A teoria afirma que p é sempre inconsistente
e, implicitamente, sugere que —p € vdlido. Porém, no cdlculo da extensao, apesar
de =Mp ser inferido de A, —p nao €. Isso forca a proposicio Mp ser assumida e,

conseqiientemente, A nao possui extensao.

Por causa dessas e de outras fragilidades algumas correcoes foram propostas.
Uma delas foi feita pelo proprio Mcdermott (MCDERMOTT, 1982). Ele manteve
as principais idéias do formalismo original, porém, seu novo sistema baseou-se na
inferéncia da logica modal. Outra tentativa de corregao foi feita por Moore (MOORE,

1985). Descrevemos essa proposta na proxima segao.
2.4.2 Loégica Autoepistémica

Com o objetivo de solucionar os problemas encontrados na proposta de
Mcdermott e Doyle (MCDERMOTT; DOYLE, 1980), Moore propds uma reconstrucao
dessa logica trocando a nogao de consisténcia pela nogao de crenga (MOORE, 1985).
Dessa forma, ele estendeu a linguagem da logica de primeira ordem com o operador
modal unario L, onde Lp é lida “p é acreditavel”. A grosso modo, o operador modal
L pode ser interpretado como o operador dual do operador modal M de Mcdermott

e Doyle .

Como exemplo, a regra “geralmente Homens comem carne” pode ser representada

por:

Homem(zx) A = L(-ComeCarne(x)) — ComeCarne(z)
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A formula —L(=ComeCarne(Pedro)) é interpretada como “nao é acreditavel que

Pedro nao come carne”.

Diferente da Logica Nao Monotonica, a Logica Autoepistémica permite a

derivagao de formulas modais positivas e negativas.

Defini¢ao 2.4.2. Seja A uma teoria. E € uma extensao autoepistémica de |Delta

E=Th(WU{Lplp € E}U{~Lplp ¢ E})

Em nosso exemplo, podemos concluir que a partir de ComeCarne(Pedro) e da
regra inconclusiva 2.4.2 que “Pedro come carne”. Note que, comparada com a Def.
2.4.1, a logica autoepistémica adiciona o conjunto {Lp|p € E} as extensoes. Como
resultado, os dois problemas mostrados nos exemplos 2.4.1 e 2.4.2 sao solucionados.
No primeiro caso, a logica autoepistémica nao gera extensoes consistentes e no

segundo gera a extensao esperada {L—p}.

2.5 Circunscrigao
]

A Circunscrigao é uma logica criada por John McCarthy (MCCARTHY, 1980)
para formalizar a suposi¢cao do senso comum de que as coisas sao como esperadas,
a menos que seja especificado o contrario. A proposta se baseia na idéia que os
objetos que podem ser mostrados que possuem uma certa propriedade A sao todos
os objetos que satisfazem A. Genericamente, a circunscri¢gao pode ser usada para
conjecturar que as tuplas (z,v, ..., 2) que sdo apresentadas como as que satisfazem

a relacao A(x,y, ..., z) sdo todas as tuplas que satisfazem a relagao.

O problema original considerado por McCarthy foi o dos missionarios e canibais:
existem trés missionarios e trés canibais na margem de um rio; eles devem atravessar
o rio até a outra margem em um bote com capacidade para duas pessoas com
a condi¢ao de que nunca deve haver um ntmero de missionarios menor que o
de canibais em qualquer das das margens. McCarthy nao estava interessado em
solucionar o problema, mas sim em excluir as opcoes que nao estao explicitamente
declaradas. Por exemplo, a solucao “caminhe um quiléometro ao norte e atravesse
o rio pela ponte” nao é, intuitivamente, valida pois a descricao do problema nao
menciona tal ponte. Por outro lado, nao podemos afirmar que a ponte nao existe

unicamente porque nao é citada na descricao problema. Acreditar que a ponte nao
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existe é conseqiiéncia de assumirmos, implicitamente, que a descricao do problema
contém tudo o que é relevante para sua solugao. Caso contrario, deveriamos
explicitar todas as condi¢oes que devem ser excluidas. Segundo esse raciocinio,
desejamos que Pedro seja o tinico homem envolvido no nosso exemplo. Ou seja,

queremos inferir que nao existe outro homem além de Pedro na descri¢ao do cenario.

Inicialmente, McCarthy (MCCARTHY, 1980) formulou a circunscrigdo baseada
na logica de primeira ordem, minimizando a extensao® de um predicado, onde a
extensao de um predicado é o conjunto de tuplas onde o valor do predicado é
verdadeiro. Essa minimizacao é similar a da hipotese de mundo fechado, onde o
que nao é conhecido como verdadeiro ¢ considerado falso. Ja em (MCCARTHY,
1986) a idéia foi formalizada por meio da logica de segunda ordem. Para formalizar
que “Pedro ¢ Homem” e que “geralmente Homens comem carne” devemos introduzir

um predicado anormal adicional.

Homem(Pedro) ANVz(Homem(z) A ~anormal(z) — ComeCarne(zx))

O proposito do predicado —anormal(x) é indicar que somente Homens

“anormais” violam as regra.

A circunscri¢ao foi usada por McCarthy para formalizar o suposi¢ao implicita
de inércia: as coisas nao sofrem alteragoes a menos que seja especificado. A
principio, a circunscrigao se mostrou bastante poderosa na tarefa de especificar
que as condicoes de uma cena nao sao alteradas pelas agoes com excecao daquelas
onde foi especificado explicitamente que sofreram alteragoes. Situagdes como essa
sao conhecidas como frame problem (MCCARTHY; HAYES, 1969). Entretanto, foi
demonstrado, posteriormente, que a solugao proposta por McCarthy chegava a
solucoes erradas em algumas ocasidoes como no cenario do Yale Shooting Problem
(HANKS; MCDERMOTT, 1987). Outras solugoes para o frame problem que formalizam
corretamente o Yale Shooting Problem existem. Muitas dessas solugoes foram
analisadas e comparadas em (SANDEWALL, 1994). Algumas usam formalismos

variantes da circunscrigao.

5Aqui, o termo extensdo é utilizado com um significado diferente do das se¢des anteriores.
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2.6 Consideracoes Finais
]

Neste capitulo o leitor teve a oportunidade de conhecer as principais
caracteristicas do raciocinio nao monotonico, bem como, quatro dos principais
formalismos légicos utilizados para sua representacao. No capitulo seguinte,
apresentamos formalmente a légica default e suas variantes justificada e com

restricoes.



Capitulo

Loégica Default e suas Principais

Variantes

Neste capitulo apresentamos formalmente a logica default de Reiter e suas
variantes: logica default justificada e com restricoes. Mostramos as principais
propriedades de cada uma das logicas, assim como as motivacoes que levaram a

construcao de cada variante.

3.1 Légica Default

A logica default foi introduzida por Reiter em (REITER, 1980) e se tornou um
dos principais formalismos para o raciocinio nao monotonico desde entao. Esse fato

deve-se, basicamente, a quatro fatores:

» a logica default é simples, intuitiva e modela bem o raciocinio sujeito a

exXCecoes;

» pode ser aplicada em varias areas para formalizar diferentes aplicacoes
(ETHERINGTON; R., 1983; REITER, 1987; MERCER, 1988; FROIDEVAUX, 1990;
PERRAULT, 1990);

» ela agrupa outras propostas como, por exemplo, a circunscri¢ao (LIFSCHITZ,
1990);

» em algumas situagbes é mais expressiva que as demais propostas (foi

demonstrado em (TRUSZCZYNSKI, 1991) que a logica default formaliza de
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maneira mais eficiente programas logicos com negagao do que a logica

autoepistémica).

Ela se baseia na logica classica de primeira ordem. Como dito na Se¢ao 2.3, uma
teoria default (W, D) é formada por um conjunto de féormulas W e um conjunto de

regras default D.

Uma regra default tem a forma:

a:f

w

onde «, (e w sao formulas da logica classica. « é chamado de pré-requisito, § de
justificativa e w de conseqiiente ou conclusao da regra default.

Uma regra default O‘Tﬁ ¢ aplicavel se seu pré-requisito o é provado e sua
justificativa (3 é consistente com o conjunto de crencgas atuais, ou seja, nao se pode

provar a negagao da justificativa (—=f3).

Antes de continuarmos com a apresentacao da logica default, introduzimos

algumas notagoes que serao usadas no resto da dissertacao.

Notagao 3.1.1. Dado uma regra default d = “w—ﬁ

» Pre(d) = a (pré-requisito de d);
» Jus(d) = 3 (justificativa de d);

» Cons(d) = w (conseqiiente de d).

Similarmente, se D é um conjunto de regras default:

» Pre(D) = {Pre(d)|d € D};
» Jus(D) = {Jus(d)|d € D};

» Cons(D) = {Cons(d)|d € D}.

Lembramos que uma teoria default é dita normal quando a justificativa e o

conseqiiente, de todas suas regras default, sao equivalentes como em O“%ﬂ, e é chamada

semi-normal quando a justificativa de cada regra default implica em seu conseqiiente

como em XBA@
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3.1.1 Formalizacao da Loégica Default

Uma extensao E de uma teoria default (W, D) é definida como todas as féormulas
derivaveis a partir de W usando-se a inferéncia da logica de primeira ordem e todas as
regras default de D aplicaveis (inferéncias especificas). Uma regra default é aplicavel

se seu pré-requisito é provado e sua justificativa é consistente com FE.

De acordo com (REITER, 1980), E deve ser o menor conjunto de férmulas que
contenha o conjunto inicial de fatos W, seja dedutivamente fechado e inclua o
conseqliente de cada regra default aplicavel. Formalmente, uma extensao DL é

definida através do operador de ponto fixo I'g! como:

Definigao 3.1.1. Seja A = (W, D) uma teoria default. Para qualquer conjunto S

de formulas, seja T'r(S) o menor conjunto que satisfaz as sequintes propriedades:

i. W CTr(S);
ii. Tr(S) = Th(Tr(S));

ii. Para todo ®L € D, se a € Ty(S) e =3 ¢ S, entio w € Tx(S).
E € uma extensio DI? da teoria default A sse Tp(E) = E.

A interacao de uma extensao DL com uma regra default é ilustrada na Figura

3.13. Nela vemos que o conseqiiente w da regra default O‘w—ﬁ s6 é adicionado a
extensao DL FE se e somente se o pré-requisito o da regra default estd em FE e

se sua justificativa (3 é consistente com F.

Vejamos um exemplo do célculo de extensoes DL.

Exemplo 3.1.1. A teoria default

A= <{A—>C,B—>C},{:A/\ﬁB :B/\—A})

A 7 B

possui duas extensoes DL: By = Th({A,C}) e By =Th({B,C}).

'A letra R subscrita em I'p identifica que o operador I' é da logica default de Reiter. Para a
logica justificada utilizamos I'; e para a logica default com restrigoes I'c.

2Reiter chama simplesmente de extens3o.

3Figura adaptada de (SCHAUB, 1992).
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Figura 3.1: Interagao entre uma extensao DL e uma regra default

3.1.2 Propriedades da Loégica Default

Nesta secao apresentamos as principais propriedades da logica default. A
definicao de extensao dada na secao anterior é um pouco complexa ja que apela
para um operador de ponto fixo I'g. Um resultado importante conseguido por Reiter

(REITER, 1980) nos da uma caracterizagdo mais intuitiva de uma extensao.

Teorema 3.1.1. Seja A = (W, D) uma teoria default e E um conjunto de formulas.
Defina:

EOZW
e parai >0 Eiyy = Th(E)U{w|®l € D,a € E;,-8 ¢ E}.

E é uma extensao DL de A sse E = J;=, E;,.

A caracterizacao acima é pseudo-iterativa pois E é usado na definicao de E;.

Um resultado imediato do Teorema 3.1.1 é expressado no Corolario 3.1.1.

Corolario 3.1.1. Seja A = (W, D) uma teoria default e E uma extensio DL.

Temos:

» F ¢ inconsistente sse W € inconsistente;

» se E for uma extensio DL inconsistente, entao F € inica extensao de A.

Reiter também demonstrou a maximalidade das extensoes DL.
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Teorema 3.1.2. Seja A = (W, D) uma teoria default, E e E’ extensoes DL de A.
Entao, E C E’ implica em E = FE".

Além das duas caracterizagoes para uma extensao DL ja vistas (Def. 3.1.1 e Teo.
3.1.1), uma caracterizacdo bastante util ¢ a definida através regras default geradoras

(ou default geradores).

Definig¢ao 3.1.2. Seja A = (W, D) uma teoria default e S um conjunto de formulas.

O conjunto de defaults geradores para S com relagao a D € definido como:

GD%:{a:ﬁeDMGS,ﬁﬁezS}

w
A partir da defini¢ao acima temos o seguinte teorema:

Teorema 3.1.3. Seja E uma extensio DL para a teoria default A = (W, D).
Temos:
E = Th(W U Cons(GDE))

O teorema acima afirma que uma extensao pode ser caracterizada por meio
do conjunto inicial de fatos e as conclusoes dos defaults geradores. Esse fato, ao
contrario de Reiter e das logicas baseadas na logica default, é o nosso ponto de
partida. Nosso objetivo inicial é encontrar um conjunto de informagoes inconclusivas
(denominamos esse conjunto de expansao) que junto com os fatos iniciais nos

retornem as conclusoes da teoria em maos.
3.1.3 Problemas da Loégica Default

A logica default lida muito bem com o raciocinio ndo monoténico. Porém, para
alguns pesquisadores da érea, ela possui algumas deficiéncias em casos que lidamos
com teorias default arbitrarias. Algumas da deficiéncias sao causadas por limitagoes
do proprio formalismo como a nao existéncia de extensoes para algumas teorias.
Outras surgem de diferentes intuicoes sobre o papel das regras default, como a

propriedade de comprometimento com as premissas?.

As principais variantes da logica default, notadamente l6gica default justificada
(LUKASZEWICZ, 1988) e logica default com restri¢oes (SCHAUB, 1992; DELGRANDE;
SCHAUB; JACKSON, 1994), surgiram com o objetivo de ‘consertar’ essas deficiéncias.

4Do inglés commitment to assumptions.
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No Cap. 4 apresentamos a logica defeasible com prioridade as excegoes. O diferencial
da nossa logica é o principio de prioridade as excegoes. Esse principio, gerencia o

conflito entre regras sujeitas a excecoes a as regras que representam essas excegoes.

Nesta secao, apresentamos as principais ‘deficiéncias’ da logica default.
Coeréncia ou Existéncia de Extensoes

O principal objetivo da logica default é a geracao de extensoes, entretanto,
existem teorias default que ndo geram extensoes. Etherington (ETHERINGTON,
1986) se refere as essas teorias como teorias incoerentes. Os Exemplos 3.1.2 e 3.1.3

ilustram teorias que nao possuem extensoes na logica default.

Exemplo 3.1.2. (REITER, 1980) A teoria default

({3

Exemplo 3.1.3. (REITER, 1980) A teoria default

s () fu=TARE o TBAC, O A

Nao possui extensoes DL.

_\A y U2 — _\B y W3 _|C

Nao possui extensoes DL.

Na nossa opiniao, o problema de falta de coeréncia da logica default nao é um
problema da logica em si, mas sim das teorias que sao mal-formadas. Note que no
Exemplo 3.1.2 podemos ler a regra default % como: ‘conclua A, a nao ser que A’.
Afirmamos que a regra nao possui sentindo algum e a teoria é mal-formada. No
segundo exemplo, a aplicacao de uma regra default forca a aplicacao de uma das
outras duas, porém, a aplicacao desta ultima contradiz a justificativa da primeira
aplicada: se escolhermos iniciar com a aplicacao de d; somos forcados a aplicar
ds, mas aplicacao de do contradiz a justificativa de dy; se iniciamos com ds, somos
forcados a aplicar d3 mas aplicacao de ds contradiz a justificativa de ds; por fim,
iniciando com d3 temos d; aplicavel, mas a aplicacao de d; contradiz a justificativa
de d3. Neste caso, também temos uma teoria mal-formada, pois ela contém um ciclo

j& que dy prova a excecao de dy que prova a excegao de dz que prova a excecao de
dy.
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Existem duas situagoes onde podemos garantir a existéncia de extensoes: quando
o conjunto de defaults D = (), fica claro que a tnica extensao desse tipo de teoria é

E =Th(W); e quando a teoria default é normal (REITER, 1980).

Teorema 3.1.4. (Ezisténcia de Eztensoes) Toda teoria default normal possui uma

extensao DL.

Uma falha na construcao de uma extensao ocorre sempre por causa da
necessidade de se aplicar uma regra default que nao poderia ser aplicada. Uma
das razoes que impediria a aplicacao de uma regra default seria se seu conseqiiente
junto com os axiomas e conseqiientes das outras regras default aplicadas negasse as

justificativas de algumas regras default ja aplicadas (Exemplo 3.1.3). No caso de

a:ffAw
B

a parte nao normal de sua justificativa, w, pode ser refutada por outra regra default.

teorias default semi-normais, se uma regra default deve ser aplicada, somente
Essa observagao levou Etherington (ETHERINGTON, 1986) a especificar uma classe
de teorias default semi-normais, que podem ser ordenadas de uma certa maneira, e

sempre possuem ao menos uma extensao.
Semi-monotonicidade

A propriedade de semi-monotonicidade trata da monotonicidade com relagao as
regras default. Ela garante que a adigao de regras default a uma teoria default
preserva ou engrandece as extensoes existentes. Segundo Reiter (REITER, 1980), as

teorias default normais possuem essa propriedade.

Teorema 3.1.5. Seja A = (W, D) uma teoria default normal e D’ um conjunto de

regras default tal que D C D’. Se E € uma extensao DL de A, entao existe uma
extensao DL E’ de A tal que E C E'.

A importancia da propriedade de semi-monotonicidade vem do fato de que ela
permite procedimentos de provas locais. Ou seja, para se provar uma proposicao de
uma teoria default normal A = (W, D) é necessario apenas um subconjunto de D.
Dessa forma, somente as regras default relevantes para a prova da proposicao sao
levadas em conta. Esse resultado, todavia, nao vale para teorias default arbitréirias

como ilustrado no Exemplo 3.1.4.

Exemplo 3.1.4. A teoria default

o (m {42)
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possui uma extensao DL: Ey = Th({A}).

Adicionando a regra default % teremos a sequinte teoria default

a= (w0 {442 2200 5:2)

que possui a extensio DL Ey = Th({—~B})

Claramente E; ¢ FE,. Na teoria default 3.1, a regra :AT/\B pode ser aplicada

porque sua justificativa A A B é consistente. Porém, na teoria 3.2, essa hipotese é

falsa por causa da presenca da regra default %.

Comprometimento com as premissas

Uma extensao DL pode ser justificada por premissas contraditorias. Esse
problema foi descrito por Poole em (POOLE, 1989) que mostrou que a logica default

nao possui a propriedade de concordancia com as hipoteses.

O comprometimento com as premissas exige que a uniao de uma extensao
consistente com todas as hipoteses de consisténcia assumidas (as justificativas dos

defaults aplicados) é um conjunto consistente.

Em (SCHAUB, 1992) Schaub mostrou que a causa da falha da
semi-monotonicidade é a falha na concordancia com as hipoteses. Toda logica
default que concorda com as hipéteses também é semi-monotdnica e também
garante a existéncia de extensoes. Ele definiu duas classes de comprometimento

com as premissas.

i. Comprometimento fraco com as premissas: ocorre quando a consisténcia da

justificativa de uma regra default aplicada é checada individualmente.

ii. Comprometimento forte com as premissas: ocorre quando é preservada a

consisténcia do conjunto de justificativas de todas as regras default aplicadas.

Vejamos um exemplo que demonstra a falha da propriedade na logica default.

Exemplo 3.1.5. A teoria default

:BANA CNAN-A
5 )




3.1. Logica Default 30

possui uma extensao DL: E = Th({B,C?}).

Podemos notar, no exemplo acima, que as duas regras default foram aplicadas
apesar de elas terem justificativas contraditorias entre si. Ou seja, a conclusao de B
é baseada no fato de que A é consistente, enquanto a conclusao C' baseia-se em —A

consistente. Dessa forma, a conclusao { B A C'} é justificada simultaneamente por A
e 0A.

As teorias default normais concordam com as hipoteses. Isso se deve ao fato de

que as justificativas e os conseqlientes das regras default serem equivalentes.
Contra Positiva e Raciocinio por Casos

Regras default, quando aplicadas a uma extensao, funcionam como regras de
inferéncia especificas. Por exemplo, se uma regras default o‘w—ﬁ é aplicada ele funciona
como o — w. Porém, essas implicagbes nao se comportam como a implicagao
classica. O Exemplo 3.1.6 mostra a falha da contra positiva e o Exemplo 3.1.7

mostra que teorias default nao permitem raciocinio por casos.

Exemplo 3.1.6. A teoria default

o (e {457

possui uma extensio DL: E = Th({—-B}).

Na logica cléassica se tivermos as regras A — B e =B, entao —A é verdadeiro
pois, A — B é equivalente a =B — —A. Porém, a extensao E da teoria acima nao

contém —A.

Exemplo 3.1.7. A teoria default

A ({Q}’{AJ:BB7W4B:B})

possui uma extensao DL: E = Th(0).

Na logica cléssica, a partir das formulas A — B e =A — B podemos inferir B,
pois, AV —A é uma tautologia. No entanto, a teoria default nao conclui B ja que

nem A e nem —A sozinhos sao provados.
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3.2 Logica Default Justificada

Lukaszewicz (LUKASZEWICZ, 1988), motivado pela falta de extensdes DL para
algumas teorias, propos uma nova definicao de extensoes para uma teoria default,
criando, assim, a Logica Default Justificada (justified default logic - JusDL). Seu

objetivo era ter uma logica com a propriedade de semi-monotonicidade.

Como foi dito na Secao 3.1.3, essa propriedade garante que a adicao de um
conjunto de regras default a uma teoria default preserva ou aumenta as extensoes
existentes. Sua importancia vem do fato de permitir procedimentos de provas locais
que podem descartar algumas regras defaults, ou seja, para se provar uma proposi¢ao
em uma teoria default A = (W, D) é suficiente considerar apenas um subconjunto
finito de D. Além disso, a semi-monotonicidade garante a existéncia de extensoes

de uma teoria default.
3.2.1 Formalizagao da Loégica Default Justificada

Para conseguir seu objetivo, Lukaszewicz alterou a condi¢ao de aplicabilidade de
uma regra default. Ele uniu as justificativas das regras default as extensoes. Dessa
forma, uma extensdo JusDL é formada por uma par de conjuntos (F,.J) onde o
primeiro constitui a extensao propriamente dita e o segundo impoe restri¢coes a F.

Formalmente, uma extensao é definida como:

Definigao 3.2.1. Seja A = (W, D) uma teoria default. Para qualquer par de
conjuntos de formulas (S,U), seja T ;(S,U) o par dos menores conjuntos de formulas

S’ U’ que satisfazem:
. WCS%
ii. Th(S')=5";

14d. Pamtodo%ED,@ES’@VT}GUU{ﬁ}. SU{wtU{n}¥ L, entiow € S’
eelU”

Um conjunto de férmulas E € uma extensiao JusDL® da teoria default A com respeito

ao conjunto de formulas J se e somente se I';(E,J) = (E,J).

Vejamos um exemplo do célculo de extensoes JusDL.

®Denominada modified extension em (LUKASZEWICZ, 1988).
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Exemplo 3.2.1. Considere a Teoria Default:

av.p) = (tay {449, 2402

Essa teoria possui duas extensoes JusDL: Ey = Th({A}), com relagio ao
conjunto J, = {ANCY}, e By = Th({A,=C}), com relacao ao conjunto Jo =
{=C A B}.

Figura 3.2: Interacao entre uma extensao JusDL e uma regra default.

O conjunto J é chamado de conjunto de justificativas de suporte a E. Como

ilustrado na Figura 3.2, uma regra default O‘Tﬂ é aplicada somente se todas as

justificativas das outras regras default aplicadas sao consistentes com a extensao

E e w, além disso, w e (# devem ser consistentes com F.
3.2.2 Propriedades da Loégica Default Justificada

Assim como Reiter, Lukaszewicz também forneceu uma definigao

pseudo-iterativa de sua logica.

Teorema 3.2.1. Seja A = (W, D) uma teoria default e E e J conjuntos de
férmulas. Defina: Eg =W e Jy = ()
e para 1 > 0

Eip1 =Th(E)U{w|% € D,a € E,W¥ne JU{B}.EU{w}U{n} ¥ L}
Jim =L U{B|% e D,a € E,¥ne JU{B}.EU{w}U{n} ¥ L}

(E,J) € uma extensiao JusDL de (W,D) sse (E,J) = (U;—y Ei, Usoy Ji)-
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Analogamente a (REITER, 1980) segue-se o seguinte corolario do Teorema 3.2.1.

Corolario 3.2.1. Seja (W,D) uma teoria default e E uma extensio JusDL com

relacao J. Temos:

» F ¢ inconsistente sse W € inconsistente;

» se E for uma extensao JusDL inconsistente, entao E ¢ iunica extensao de
(W,D).

Em (RISCH, 1996) Risch formulou uma defini¢do de extensao JusDL baseada no

conjunto de regras default geradoras de uma extensao.

Definigao 3.2.2. Seja A = (W, D) uma teoria default e S e T conjuntos de
formulas. O conjunto de regras default geradoras para (S,T) com relagao a D é

definido como:

GDB" = {O‘Tﬁ €Dla e S, VneTU{BLSU{wlU{n}¥ J_}

Baseado na defini¢ao acima segue-se o seguinte teorema:

Teorema 3.2.2. Seja (E,J) uma extensao JusDL para a teoria default (W,D).

Temos:
E = Th(W U Cons(GD'F")))
J = Jus(GD"))

O teorema abaixo relaciona as extensdoes DL com as extensoes JusDL.
Lukaszewicz (LUKASZEWICZ, 1988) provou que todas as extensoes DL também sao

extensoes JusDL.

Teorema 3.2.3. Seja A = (W, D) uma teoria default e suponha que E € uma
extensao DL de A. Entao E € uma extensao JusDL de A

A principal propriedade da logica default justificada é a semi-monoticidade o
que garante que toda teoria default possui, pelo menos, uma extensao JusDL.
Seguindo a classificagdo adotada em (SCHAUB, 1992) e mostrada na Segao 3.1.3
a semi-monotonicidade ¢ garantida ja que a légica concorda fracamente com as

hipoteses devido a forma como os defaults sao aplicados a uma extensao ou nao.
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No Exemplo 3.1.4 ilustramos a falha da semi-monotonicidade da légica default.

No exemplo abaixo mostramos como a logica default justificada corrigiu a falha.

Exemplo 3.2.2. A teoria default

o (0452

possui uma extensio DL: Ep;, = Th({A}) e uma extensio JusDL, Ej,spr =
Th({A}).

:BAC
-B

([ 42559)

que possui a extensio DL: Epry = Th({—B}) e duas extensoes JusDL:, Ejspr1 =
Th({A}) e Ejuspra = Th({—B}).

Adicionando a regra default teremos a sequinte teoria default

Com as modificagoes Lukaszevicz obteve uma légica semi-monotdnica, o que
lhe propicia trabalhar com o conceito de extensao local, iterativo e construtivo. A
dificuldade estd na maneira como foi feita a alteracao. Como pode ser visto na
Definigao 3.2.1, ele apela para um operador de ponto fixo sobre dois conjuntos de
formulas. Além disso, entendemos que nao capta de maneira correta o papel das
excegoes no raciocinio nao monotonico. A proposta de Lukaszevicz vai de encontro
ao critério de prioridade as excecoes. Para ele, nao ha nada de errado no fato de

uma regra default participar na derivacao de sua propria excecao.

3.3 Légica Default com Restrigcoes
]

Em (SCHAUB, 1992; DELGRANDE; SCHAUB; JACKSON, 1994) os autores

consideram que a logica default de Reiter nao é um modelo apropriado para a
descricao do mundo. Como argumento eles citam dois ‘problemas’. Para eles,
as pessoas tém um grande poder de tirar conclusoes verificando hipdteses ou,
simplesmente, assumindo que hipoteses sao validas. Entretanto, essas hipoteses
nao sao assumidas de forma arbitraria: tenta-se verificar as hipoteses e verificar se
elas nao sao contraditoérias entre si. Como mostrado na Segao 3.1.3 a logica default
falha nesse ponto ja que ela nao possui a propriedade de comprometimento com as

premissas.
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Outro ‘problema’ da légica default pode ser visto através da teoria default do
Exemplo 3.3.1

Exemplo 3.3.1. A teoria default

- (m {25424

possui uma extensao DL: E = Th({—-A}).

Para Delgrande, Schaub e Jackson esse resultado vai de encontro a intuigao, ja

que nao ha nenhum conhecimento prévio que barre a primeira regra default®. Dessa

:BAA 4
B €

forma, eles argumentam que deve haver uma outra extensao onde a regra
aplicada.

Em (BREWKA, 1991) Brewka introduz uma variante da logica default que néo
¢ baseada na logica classica, mas sim na logica das assercoes’. O objetivo era
criar uma logica que concordasse com as hipoteses e fosse cumulativa. Para
isso, Brewka introduziu assercoes que sao féormulas rotuladas com o conjunto
de justificativas e conseqiientes das regras default que foram utilizadas para sua

derivagao. Intuitivamente, as assercoes representam as formulas e as razoes para

acreditarmos nelas.

Baseado no trabalho de Brewka, Schaub propos uma variante da logica default
que obrigasse que o conjunto de justificativas usadas para o calculo de uma extensao

ser consistente, ao invés de cada uma individualmente.
3.3.1 Formalizacao da Légica Default com Restrigoes

Para evitar os problemas citados na Se¢ao 3.1.3, Schaub (SCHAUB, 1992)
introduziu uma nova variante da légica default denominada Logica Default com
Restrigoes (constrained default logic - ConDL). O objetivo era propor uma logica
default onde a uniao das justificativas e dos conseqiientes de uma regra default
fornecam um contexto ou um conjunto de hipoteses para a aplicacao da regra default.
Em outras palavras, deseja-se que o conjunto de justificativas usadas para especificar

uma extensao seja consistente, ao contrario de cada uma individualmente.

6Nao compartilhamos da mesma opinido. Na Secao 4.3.3 apresentamos o principio de prioridade
as excegoes que regula esse tipo de conflito entre regras inconclusivas.
"Do inglés assertion logic.
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Uma extensao ConDL é formada por dois conjuntos de féormulas £ e C' onde
E C C. FE ¢é aextensao em si, ou seja, contém todas as formulas que sao assumidas
como verdadeiras; C' é o conjunto de restricoes®, ele & composto por £ junto com as
justificativas de todas as regras default aplicadas. A Figura 3.3 ilustra uma extensao
ConDL.

<>

Figura 3.3: Um extensao ConDL (E,C) de uma teoria default (W,D).

Comparativamente, uma regra default O‘TB ¢ aplicada na logica default se seu
pré-requisito a estd em E e se sua justificativa ( for consistente com FE; enquanto
na logica default com restrigoes a consisténcia da justificativa  é checada com
respeito ao conjunto de restrigoes C. C pode ser visto como o contexto estabelecido
pelas premissas W, pelos teoremas nao monotonicos (conclusoes derivadas a partir
de regras default) e pelas hipoteses de consisténcia implicitas (as justificativas das

regras default aplicadas).

Formalmente, uma extensao ConDL é caracterizada como:

Definigao 3.3.1. Seja A = (W, D) uma teoria default. Para qualquer conjunto de

formulas T seja U'c(T) o par dos menores conjuntos de formulas (S',T") tais que:
. WCSCT;
1. S"=Th(S") eT' =Th(T");

ii. para qualquer 2 € D, se a € S' e TU{B} U{w} ¢ consistente, entio v € S’
efAhNweT.

Um par de conjuntos de formulas (E,C') € uma extensao ConDL de A se e somente

se 'e(C) = (B, C).

8Do inglés constraints.
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Vejamos dois exemplos que mostram como essa nova caracterizacao de extensao
dirimiu dois dos principais problemas da logica default de Reiter. O exemplo 3.3.2
é¢ o mesmo utilizado para demonstrar a falha da propriedade de comprometimento

co1m as premissas.

Exemplo 3.3.2. A teoria default

o {23400

possui uma extensio DL: Ep;, = Th({B,C})) e duas extensées ConDL:
(Er, C1) = (Th({B}), Th({ B, A})) e (E3, Cs) = (Th({C}), Th({C, ~A}))

Na primeira extensao ConDL, o conjunto de restricoes é composto pela
justificativa e pelo conseqiiente da primeira regra default B e A. Dessa forma,
a segunda regra default nao pode ser aplicado ja que sua justificativa C' A = A é
inconsistente com o conjunto de restrigoes. O mesmo acontece ne segunda extensao
ConDL. Dessa forma, diferente da logica default, nao existem extensoes justificadas

por premissas contraditorias.

Exemplo 3.3.3. A teoria default

oo (m {25424

possui uma extensao DL: Ep;, = Th({—-A}) e duas extensées ConDL: (Ey,Cy) =
(Th({B}),Th({B, A})) e (Ez, Ca) = (Th({=A}), Th({-A4,C})).

Neste exemplo, a logica default gera somente a extensdao Ep;, = Th({—-A}),
o que para os autores da logica default com restrigoes é um resultado errado por
ser nao intuitivo. Em contra partida obtemos duas extensoes ConDL. Na primeira
concluimos B assumindo verdadeira a condigdo B A A e na segunda, concluimos
—A, assumindo =A A C. No6s nao concordamos com a proposta da logica default
com restri¢coes de separar em duas extensoes regras default conflitantes como as do
Exemplo 3.3.3. Note que a primeira regra default pode ser lida como: ‘conclua B,
a nao ser que A’ e a segunda como: ‘conclua —A, a nao ser que A’. Dessa forma,
é facil notar que a segunda regra é excecao da primeira. O principio de prioridade

as excegoes garante que uma regra que representa a excegao possui prioridade de
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aplicagao sobre a regra sujeita a excegao. Assim, somente a segunda extensao ConDL

é correta. Concordando, nesse caso, com a DL.

O conjunto de restrigoes é formado pelo acimulo das justificativas das regras
default aplicadas. Uma extensao ConDL é construida de forma semelhante a uma
extensao DL. A diferenca principal se deve ao fato de que para uma regra default ser
aplicada sua justificativa e seu conseqiiente devem ser consistentes com o conjunto
de restrigoes. Isso ¢é ilustrado na Figura 3.4. Dada uma extensao ConDL (E,C),
uma regra default %3 é aplicada se seu pré-requisito o esta na extensao E e se sua

justificativa (3 e seu conseqiiente w sao consistentes com o conjunto de restrigoes C'.

Figura 3.4: Relacionamento de uma extensao ConDL e uma regra default.

3.3.2 Propriedades da Loégica Default com Restrigoes

Assim como na logica default, a l6gica default com restricoes também possui uma
defini¢do mais intuitiva e pseudo-iterativa de extensao (SCHAUB, 1992; DELGRANDE;
SCHAUB; JACKSON, 1994).

Teorema 3.3.1. Seja (W, D) uma teoria default e E e C' conjuntos de formulas.
Defina:

E0:W600:@
e para i > 0

Eip1 = Th(E)U{w|%2 € D,a € E;,CU{B}U{w}¥ L}
Cipi=CiU{BAw2 € D,ac E,CU{B}U{w}¥ L}

(E,C) € uma extensao ConDL de (W,D) sse (E,C) = (U;=y Eis Uieg Ci)-
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Analogamente a (REITER, 1980) segue-se o seguinte corolario do Teorema 3.3.1

Corolario 3.3.1. Seja A = (W, D) wuma teoria default e (E,C) uma extensao
ConDL. Temos:

» (' ¢ inconsistente sse W € inconsistente;

» se (E,C) for uma extensao ConDL inconsistente, entao (E,C) € inica extensao

ConDL de A.

Além da caracterizagao pelo Teorema 3.3.1 também podemos caracterizar uma

extensao ConDL por meio do conjunto de regras default geradoras.

Defini¢ao 3.3.2. Seja A = (W, D) uma teoria default e S e T conjuntos de
formulas. O conjunto de defaults geradores para (S,T) com relagao a D € definido

como:

GDET) = {O‘Tﬁ € Dla € S, TU{B} U {w} ¥ L}

Baseado na definigao acima segue Teorema 3.3.2:

Teorema 3.3.2. Seja (E,C) uma extensao ConDL para a teoria default (W,D).

Temos:
E = Th(W U Cons(GD'F)Y)
C=Th(WuU Cons(GDgE’C)) U Jus(GD})E’C))).

Duas importantes propriedades da logica sao enunciadas pelos Teoremas 3.3.3 e
3.3.4. O primeiro garante a semi-monotonicidade da logica e o segundo a existéncia

de extensoes.

Teorema 3.3.3. Seja A = (W, D) uma teoria default e D’ um conjunto de regras
default tal que D C D'. Se (E,C) é uma extensao ConDL de A, entdo existe uma
extensao ConDL (E’,C°) de A tal que EC E' e E C E'.

Teorema 3.3.4. Toda teoria default possui uma extensao ConDL.
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3.4 Consideragoes Finais
]

Terminamos aqui a apresentagao das trés principais logicas nao monotonicas
baseadas no raciocinio default. A Tabela 3.1 sumariza as propriedades apresentadas.
Ela mostra para quais tipos de teorias default as propriedades sao validas. Por
exemplo, todas as teorias default sao coerentes nas logicas justificada e com
restrigoes, enquanto que para a logica de Reiter essa propriedade é valida somente
para as teorias default normais. No proximo capitulo apresentamos a nossa proposta

de formalizagao do raciocinio nao monotonico.

DL JusDL ConDL

Coeréncia Normais | Arbitrarias | Arbitrarias

Semi-monotonicidade | Normais | Arbitrarias | Arbitrarias

Concordancia Normais Normais Arbitrarias

Tabela 3.1: A variantes da logica default de Reiter



Capitulo

Logica Defeasible com Prioridade as

Excecoes

Neste Capitulo apresentamos nossa proposta para a formalizacao do raciocinio
nao monotonico, a Logica Defeasible com Prioridade as Excecoes. Inicialmente,
introduzimos algumas defini¢oes utilizadas na mnossa proposta para podermos
apresentar as propriedades que utilizamos para definir a nossa logica. Além disso,
apresentamos uma nova maneira de formular a logica default e suas variantes
justificada e com restrigoes. Para facilitar o entendimento do leitor utilizamos uma
linguagem proposicional L com o acréscimo do novo operador “—( 7 para representar
as informagoes inconclusivas. No apéndice B, ampliamos a linguagem para uma de

primeira ordem.

4.1 Generalizagoes
]

Nossas informacoes inconclusivas sao representadas nao mais por regras default,

e sim por generalizagoes.

Definigao 4.1.1. Uma generaliza¢iao em L € uma expressao da forma P —( Q) onde
P e Q) sao formulas de L.

Uma generalizacdo g da forma P—(Q ¢é lida “geralmente P, a menos que Q"
(note que P e ) ndo contem o conectivo “—(”). ‘P’ representa uma proposi¢ao, que
chamamos de conjectura de g, sujeita a uma excecao ‘Q)’, que chamamos de restrigao
de g (como simplificagao, uma generalizagao da forma P—( L, onde L representa

uma contradi¢ao, ¢ representada como P—( ). Dessa forma, temos:
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Definigao 4.1.2. Seja g uma generalizag¢io da forma P—( @Q especificamos:
i. Conj(g) = P.

1. Rest(g) = Q.

Denominamos nossa base de conhecimento de base axiomatica inconclusiva. Ela
¢ composta por um par de conjuntos de férmulas e generalizagoes representando

informacoes tidas como verdadeiras e inconclusivas, respectivamente.

Defini¢ao 4.1.3. Uma base axiomdtica inconclusiva em L é um par (W,G), onde

W representa uma colecao de formulas de L e G € uma colecao de generalizacoes.

Por que damos preferéncia ao uso de generalizagoes ao invés de regras default?
A razao de fundo é: generalizacbes sao equivalentes a regras default semi-normais,
multiplas, livres de pré-requisito. Esse resultado é apresentados nas Definigoes 4.1.4
e 4.1.5.

Definigao 4.1.4. Seja 7 = (W, G) uma base aziomdatica inconclusiva, A = (W, D)

€ sua teoria default correspondente, onde:

D:{:P};Qm—(@ea} . (4.1)

De forma semelhante, dada uma teoria default A = (W, D) onde todas as regras
default sao normais ou semi-normais, miltiplas, livres pré-requisitos temos o seguinte

esquema de traducao:

Definigao 4.1.5. Seja A = (W, D) onde todas as regras default sao normais ou
semi-normais, multiplas, livres de pré-requisito, T = (W, G) € sua base axiomdtica

inconclusiva correspondente, onde:

G = {P—( -Q |- ZQ € D} (4.2)

Como foi mostrado na Secao 3.1.3 regras default arbitrérias nao permitem
duas importantes propriedades da légica classica: o raciocinio por contrapositiva
e o raciocinio por casos. Em (DELGRANDE; SCHAUB; JACKSON, 1994) os autores
defendem o uso de regras default livres de pré-requisitos. Para isso apresentam o

seguinte esquema de traducao:
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a:f (a—w)AS
w T aow

(4.3)

e descrevem como regras default livres de pré-requisitos permitem o raciocinio
por contrapositiva e o raciocinio por casos. Nosso objetivo é manter a logica
nao monotonica o mais proximo da logica classica quanto possivel, assim, manter
propriedades como contrapositiva e raciocinio por casos é desejavel. Outra vantagem

da auséncia de pré-requisitos é que, assim, podemos linearizar a notacao.

Além disso, em (MAREK; TRUSZCZYNSKI, 1993) os autores demonstraram que
qualquer teoria default pode ser representada como uma teoria default semi-normal.
Esse resultado foi complementado em por Janhunem (JANHUNEN, 2003). O
autor avaliou o efeito da semi-normalidade na expressividade das regras default.
Ele aplicou um método de classificagao baseado em uma tradugao proposta em
(JANHUNEN, 1999) para poder comparar o poder expressivo das teorias default
semi-normais com o das teorias arbitrarias e normais. Além disso, a mesma
comparacao foi realizada para os casos onde essas teorias sao livres de pré-requisito.
Os resultados dessas comparacoes mostraram que as teorias default semi-normais
e arbitrarias possuem o mesmo poder de expressao. Da mesma forma, teorias
semi-normais livres de pré-requisitos sao expressivamente equivalentes as arbitréarias
livres de pré-requisito. Ao contrario disso, teorias default normais sao menos

expressivas que teorias arbitrarias.

Mais importante, a logica default é definida em termos de consisténcia. Dessa
maneira, regras default nao normais implicam que a consisténcia do conseqiiente,
que € o que participa da formacao da extensao, nao é testada. Assim, regras default
nao normais, se forem aplicaveis aonde a regra semi-normal nao é, implica em se

introduzir uma contradicao em uma extensao, trazendo o colapso da mesma.

Resumidamente, a utilizagao de generalizacoes na representagao das informacoes
inconclusivas nos garante o mesmo poder de expressividade das regras default

arbitrarias além de nos livrar de deficiéncias dessas regras.

4.2 Expansoes
|

Qual a diferencga entre uma teoria da logica classica (entendida como o conjunto
de teoremas) e uma teoria nao monotodnica? Na logica classica, todas as premissas,

compoem a teoria final. Na logica nao monotdnica, por ser composta de regras
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sujeitas a excegao, algumas premissas nao passam para a teoria final. Tomando
uma extensao da logica default, como saber quais regras inconclusivas foram
utilizadas no seu céalculo? Nosso mérito é separar o processamento nao monotdnico
do processamento cléssico, ou seja, localizar quais generalizagoes colaboraram no

calculo de uma extensao. Esse conjunto de generalizagoes é denominado expansao.

Entendemos o célculo de expansoes como um pré-processamento para a geracao
de uma extensao. Uma vez decidido quais generalizagoes que passam, dai pra
frente, colapsamos na logica classica. Os teoremas da Logica Defeasible com
Prioridade as Excecoes serao os teoremas da logica cléssica tomando as conjecturas
das generalizagoes que passaram como premissas. Note que nas logicas default a
parte monotonica e nao monotodnica estao sempre entremeadas, nelas acontece o
processo contrario. Sao calculadas as extensoes levando-se em conta conjuntamente
as partes monotonica e nao monotonica das teorias default e depois as regras default

geradoras sao separadas (Teoremas 3.1.3, 3.2.2, 3.3.2).

Para noés, expansoes nos fornecem um conjunto de ferramentas para entendermos
o porque de chegarmos a uma conclusao. Em termos praticos, nao se deseja saber
apenas a conclusao de que algo esta com defeito, mas sim localizar exatamente aonde
esta o defeito. Ou seja, na normalidade, todas as regras funcionam, mas no defeito,

alguma falhou. Qual?

A nogao de expansao também ¢é encontrada em (FROIDEVAUX; MENGIN, 1994).
Neste trabalho, os autores calculam, inicialmente, quais defaults serao aplicados na

extensao antes de calcular os teoremas da teoria default!.

Na Secao 4.3 definiremos as propriedades utilizadas na defini¢ao da nossa logica.

Porém, gostariamos de deixar claro nosso conceito de expansao.

Uma expansao é um conjunto de generalizagoes que possui as seguintes

propriedades:

i. Consisténcia: suas conclusoes junto com o conjunto de fatos é um conjunto

consistente;

ii. Corretude: nenhuma restricao de uma generalizacao é violada no sentido de

que nenhuma restri¢ao ¢ inferida na extensao associada;

!No Capitulo 5 apresentamos essa formulagio fazendo uma comparativo com a nossa.



4.2. Expansoes 45

iii. Prioridade as excegoes: regras cujas conjecturas levam a derivacao de outra
tém prioridade sobre esta. Em caso de conflito, sao estas que sao derivadas
e nao a segunda. Por exemplo, entre as generalizagoes P—( @ e Q—( , como
(Q)—( representa a excegao de P—( @ ela deve pertencer a expansao, jamais a

segunda.

iv. Maximalidade: nenhuma generalizacao é deixada de lado se sua inclusao nao

viola nenhuma das propriedades acima.

Defini¢ao 4.2.1. Um candidato v em uma base axiomdtica inconclusiva T = (W, Q)

€ uma colecao de generalizagoes em T.

A motivacao para a denominacgao candidato vem do fato de que colecoes de

generalizacoes sao candidatas a expansoes em 7.

Exemplo 4.2.1. Dada a base axiomdtica inconclusiva
T = (Q)v {P_( Q;Q_( R; _'P_( }>

Alguns candidatos a expansio sio:
7 ={Q-(R ~P-(};
Y2 ={P-( Q, Q-( R};
3 ={P-( Q ~P-( }.

Para candidatos, definimos os seguintes conjuntos:

Definicao 4.2.2. Seja v um candidato, especificamos:

i. Conj(y) = {Conj(g) | g € v }.

5. Rest(y) = {Rest(g) | g € v }.

“Conj()” é lido “conjecturas de " e “Rest()” é lido “restri¢oes de .

Ja definimos o conceito de expansao, mais quais serao as conclusoes de uma base
axiomética inconclusiva? Na logica classica dado um conjunto de formulas I', Th(T)
¢ o conjunto de teoremas de I". No nosso caso, dado um candidato ~, o conjunto de

teoremas induzidos por v em 7 & especificado como se segue.
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Definicao 4.2.3. Dado wum candidato v em 7 = (W,G), Th. ()
Th(WuU Conj (7).
‘Th, ()" é denominada teoria associada a v em 7.

Definigao 4.2.4. Um candidato y € consistente em T sse Th, () € consistente.

No Exemplo 4.2.1 as teorias associadas aos candidatos sao:

The(m) = Th({Q, =P});

The(72) = Th({P, Q});

Th(vs) = Th({P, =P}).

Neste caso, 7, and 7, sao candidatos consistentes, enquanto 3 nao é.

Por fim, definimos os seguintes conjuntos.

Defini¢ao 4.2.5. SeI' = {Py,.., P,} € uma cole¢io de formulas em L:

i. VD ={PV..VP};

ii. -I'={~Py,...,~P,}.

Apresentadas estas defini¢coes estamos aptos a apresentar as propriedades que

irao caracterizar as expansoes.

4.3 Propriedades

Determinamos algumas propriedades que uma expansao precisa satisfazer (por
exemplo, preservagao da consisténcia) e entao definimos expansoes como conjuntos
maximais satisfazendo estas propriedades.  Sao definidas trés propriedades:
corretude, completude e prioridade as excecoes. Antes, porém, precisamos definir
as importantes nogoes de rejeicao e exclusiao entre candidatos. A grosso modo, um
candidato ~; rejeita um candidato v, se as restrigoes de v, sao provadas por ;.

Exclusao implica que as teorias dos dois candidatos sao inconsistentes.

i. 7 rejeita v em 7 sse Th,(v') F\/ Rest(y);

ii. 79 € v € uma menor parte de v rejeitada por v em 7 se e somente se ' rejeita

7Y em T e para todo 1 € 7o, 7/ nao rejeita y; em T;
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iii. 4" exclui v em 7 sse v U~/ é inconsistente em 7.

As rejeigoes e exclusoes envolvendo generaliza¢oes sao casos especiais quando um
candidato é formado por uma tnica generalizagao. Em particular dizemos que
i. g rejeita v em 7, se {g} rejeita v em 7, isto &, Th.({g}) -\ Rest(v);
ii. v rejeita g em T, se 7y rejeita {g} em 7, isto &, Rest(g) € Th.(7).
iii. v ezxclui g em T sse 7y exclui {g} em 7, isto é, v U {g} é inconsistente.
No Exemplo 4.2.1, v = {Q—( R, =-P—( } rejeita v3 = {P—( @, ~P—( } porque

Th(71) F \/ Rest(vs) = {Q}. Além disso, podemos notar que { P—( @} é a menor
parte de 3 rejeitada por ;.

4.3.1 Corretude

A corretude possui duas variantes: corretude local e corretude global. Em sua
variante local ela garante que uma generalizacao nao pertence a uma expansao se sua
excecao é provada. Globalmente, a corretude garante que, para candidatos finitos
v, a disjuncao das restricoes das generalizacoes de v nao é provada em uma base
7. Em suma, a corretude de um candidato v garante a consisténcia de sua teoria

associada em 7.

Definicao 4.3.1. Corretude:

1. Um candidato v € localmente correto em T sse nao existe g € v tal que
Th,(v) F Rest(g).

1. Um candidato y € globalmente correto em T sse Th.(v) ¥ \/ Rest(y).

Exemplo 4.3.1. Dada a base axiomdtica inconclusiva

T=0AP-(Q,R-(-Q})

Existem trés candidatos localmente corretos:
"= {P*( Q }7‘
V2 = {R_( _‘Q};
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Y3 =A{P-( Q, R—(~Q}.
Os candidatos v, e o também sao globalmente corretos em 1. Por outro lado,

v3 nao € globalmente correto ja que Th-(v3) F\/ Rest(y3) = Q V —Q.

4.3.2 Completude

A completude estabelece que uma generalizacdo s6 nao pertencera a uma
expansao se ela for excluida ou rejeitada por esta. Ou seja, a generalizagao torna
a expansao inconsistente ou sua excecao é provada pela expansao. A completude

requer que o maior nimero de generalizagoes possivel pertenca a uma expansao.

Defini¢ao 4.3.2. Completude: um candidato vy é completo em T sse se g & v entao

v rejeita ou exclui g em T.

Exemplo 4.3.2. Dada a base axiomdtica inconclusiva
7= 0,{01=P-( Q, g2=R—( =Q, g3=Q—(, g4==Q—( })

Ezistem dois candidatos completos:
Y1 = {P_( Q ’ _'Q_( }7'

Y2 ={R-(-Q, Q-(}.

Note que:

> g2 nao estd em 7y porque 1 rejeita gs, pois, Th.(v1) = Th({P,-Q}) +
Rest(g2) = {—Q}.

> g3 nao estd em 7y, ja que v exclui gz, pois, Th(v1) = Th({P,-Q}) U
{Conj(gs)} = {Q} € inconsistente.

Da mesma forma, g; nao esta em o porque Yo rejeita g1 e gy nao estd em 7o

POIS Yo exclui gy.

4.3.3 Prioridade as Excecoes

O principio de prioridade as excec¢Oes captura uma importante caracteristica
do raciocinio sujeito a excegoes. De acordo com esta propriedade, as excegoes

determinam meta condi¢oes para a aplicabilidade de uma generalizagao, ou seja,
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para se aplicar uma generalizacao, primeiro devemos determinar se sua excegao
estd presente. Somente no caso da auséncia da excegao, a generalizacao podera ser
aplicada. O Principio de Prioridade as Excecoes foi enunciado pela primeira vez
em (PEQUENO, 1994), entretanto sua especificagdo nao foi feita em propriedades
como aqui. L& introduziu-se uma ordenacao parcial entre os defaults de uma base

de conhecimentos. Antes de enunciar a propriedade, vamos analisar sua atuacao.

Em uma base axiomética inconclusiva, uma generalizacao P—( ) pode ser

conflitada de duas maneiras:

i. Pela presenca da negacgao de sua conjectura, = P;

ii. Pela presenca de sua restricao, Q.

Argumentamos que estes dois casos devem ser tratados diferentemente.

Em qualquer dos casos se o conflito vem da informacao em W, nao hé o que
discutir. A informacao tida como certa se sobrepoe a informacao evidencial e a

generalizacao é descartada de qualquer extensao.

A situagao é mais interessante se o conflito vem da informacao contida em outras
generalizagoes em G. Se o conflito é do tipo (i), com a negagao da conjectura,
entao ha um consenso que deve haver uma separacao da informagcao conflitante em
diferentes extensoes. Mas, e se o conflito é do tipo (ii), com a presenca da excec¢ao Q7
A maioria dos autores em IA vao argumentar que a situacao é analoga a primeira e
deve, simplesmente, haver uma separacao em extensoes. Nos contrapomos que nao,
que a situagao nao é simétrica ao caso (i), e a derivagao da excecao deve se sobrepor,
que esta deve entrar na extensao, descartando a outra, nao havendo necessidade de

uma divisado de extensoes.

Vamos ilustrar os conflitos de tipos (i) e (ii), para simplificar, vamos colocar os

conflitos diretamente entre duas generalizagoes.

Exemplo 4.3.3. Dada a base axiomdtica inconclusiva
T=0{91=A-(,90=-A-(})

As conjecturas de g; e go sao inconsistentes e a situac¢ao é simétrica, nao ha porque

escolher uma alternativa a outra. Devemos ter a separacao em duas extensoes como
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de fato a logica default e suas variantes fazem. Obtemos as extensoes £y = Th{A},
E, =Th{-A}.

Exemplo 4.3.4. Dada a base axiomdtica inconclusiva
7= (0,{91 = A~( B,go = B-(C})

Temos um conflito do tipo (ii), entre as generalizages g; e go, go deriva a excegao
de g;. Muitos autores véem uma analogia entre os dois exemplos e argumentam que
também aqui deveria haver uma divisao em extensoes. Formalmente estes autores
argumentam que deveriamos gerar duas extensoes: Ey = Th{B} e Ey = Th{A}.

Este é o caso das logicas default justificada e com restrigoes.

Nosso argumento é que nao ha simetria nas condi¢oes de aplicacao entre as
generalizagbes ¢g; e go. Enquanto go representa um desafio de tipo (ii) para a
generalizacao g;, a generalizagao g, permanece inquestionada. Que tipo de desafio ¢,
impoe para g7 Nem sua conjectura B é questionada nem tampouco sua restri¢gao C'.
Segundo o Principio de Prioridade as Excecoes, a aplicacao de uma regra nao pode
ocasionar a nao aplicacao de uma regra que deriva sua propria exce¢ao em nenhuma
extensao. Assim, segundo o Principio de Prioridade as Excec¢oes, no Exemplo 4.3.4,

FE; deveria ser a tnica extensao.

Definicao 4.3.3. Prioridade as Fxcegoes: um candidato v satisfaz o critério de
Prioridade as Excegoes em T sse, para todo candidato consistente v’ se vy € a menor

parte de v rejeitada por v’ entao v — 7y rejeita ou exclui v’ em T.

Exemplo 4.3.5. Dada a base axiomdtica inconclusiva

T=0A{P-(Q.Q—~-P-(,Q-(})

Analisemos os candidatos abaizo:

n={Q—~-P-(,Q-(};

Y ={P-(Q, Q—~P-(}.

O candidato v, é globalmente correto e completo e como nenhum candidato

consistente rejeita 1, ele satisfaz o principio de prioridade as excegoes. Jd o

candidato o € globalmente correto e completo, mas nao satisfaz o principio de
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prioridade as excegoes, pois: v'={Q—( } rejeita P—( Q € 7o, masy’ nao € rejeitado
ou excluido por {Q — —P—( }.

Vejamos outro exemplo.

Exemplo 4.3.6. Dada a base axiomdtica inconclusiva

T=0,{P-(S, R—S—(,R-(})

Analisemos os candidatos abaizo:

T :{R—>S*(, Rf( };
VQZ{P_(Sf R_)S_( };

s ={P-(S, R=(}.

O candidato v, € o unico que satisfaz o principio de prioridade as excegoes. Pois,
v'={R— S—(, R—( } rejeita P—( S € v2, mas yo—{P—( S} nao rejeita ou exclui
~v’. Logo v nao satisfaz o principio de prioridade as excegoes. O leitor é convidado

a verificar que 3 também nao satisfaz o principio de prioridade as excegoes

Mas qual a fundamentacao tedrica para o Principio de Prioridade as Excegoes?
Em uma visao instrumentalista de ciéncia o simples fato de ele produzir as solugoes
corretas evitando as extensoes andmalas ja seria justificacao suficiente. Mas vamos
mais além, acreditamos que ele aponta para a razao de surgirem extensoes andémalas
em légicas nao monotdnicas. A origem estd na maneira como as excegoes de
uma regra de inferéncia sao manipuladas dentro da légica. Excecdes ou premissas
negativas sao meta condi¢oes regulando a aplicacao da inferéncia. Note que a
introducao de premissas negativas faz com que a logica deixe até mesmo de ser
um sistema formal?. O que o Principio de Prioridade as Excecoes afirma é que
uma regra de inferéncia nao monotdnica nao deve interferir na derivagao de sua
propria excegao. Primeiro deve-se verificar se a excegao é derivada ou nao, so6
entao, a regra de inferéncia é chamada a intervir no raciocinio, sendo descartada
caso tenha se dado a derivagao da excecao, ou aplicada, caso a exce¢ao nao tenha
sido derivada. A melhor analogia que conhecemos esta na teoria dos conjuntos de

Zermelo-Fraenkel, (ENDERTON, 1977). Um conjunto s6 pode ser formado a partir

2Alguns autores, como em (ISRAEL, 1980), argumentavam que, por nao ser sistemas formais,
logicas nao monoténicas nao deveriam serem consideradas logicas.
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de conjuntos ja existentes, evitando-se assim que conjuntos sejam elementos de si
mesmos (por exemplo, a cole¢do de todos os conjuntos nao ¢ um conjunto mas uma
classe) ou que um conjunto seja elemento de um outro e vice-versa. O mesmo ocorre
com as regras de inferéncias em relagdo a suas excegdes. Uma regra s6 pode ter
como excegao proposigoes cujas derivagoes ja estejam decididas. Ou melhor, uma
regra sO intervém no curso do raciocinio apés a derivagao de sua excecao ter sido
estabelecida. A analogia vai mais além, esta visao permite que tenhamos um critério
sobre a méa formacao de teorias: uma teoria nao podera ser ciclica, isto é, conter
regras relevantes para a derivagdo de sua propria exce¢ao (anilogo a um conjunto
ser elemento de si mesmo), nem conter regras em que uma seja relevante para a
derivagao da excecao da outra e vice-versa (analogo a um conjunto ser elemento do
outro reciprocamente). Um estudo sobre teorias ciclicas é encontrado em (MARTINS;
PEQUENO; PEQUENO, 1996). Neste estudo, mostrou-se que teorias aciclicas sempre

possuem extensao.

4.4 Lobgica Defeasible com Prioridade as excecoes
]

Quais sao as inferéncias permitidas por uma base axiomética inconclusiva 7 =
(W, G)? O que se exige de uma extensao é que ela deve incluir o conhecimento tido
com certo W e o maior ntimero possivel de proposicoes inconclusivas compativeis
entre si e com W. A Logica Default conforme originalmente proposta por Reiter
(REITER, 1980) utilizou-se de uma formulagao usando o ponto fixo de um operador
sobre conjuntos de formulas para definir a extensao de uma base de conhecimento
(Def.  3.1.1). Nos, por outro lado, definimos expansées como conjuntos de

generaliza¢oes maximais com respeito a algumas propriedades.

Como dito na Secao 4.2, do nosso ponto de vista, uma expansao deve ser
consistente, correta, priorizar as excegoes e ser maximal com respeito a essas
propriedades. Os dois primeiros critérios estao codificados na propriedade de
corretude, o terceiro na propriedade de prioridade as excegoes e a maximalidade
é exigida para que o conjunto seja o maior possivel que satisfaga essas propriedades.
Dessa forma, definimos uma expansao da Loégica Defeasible com Prioridade as

Excecoes como:

Definicao 4.4.1. Um candidato v € uma expansao da ldgica defeasible com

prioridade as excegoes em T Sse
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1. v € globalmente correto em T;
1. v satisfaz o principio de prioridade as exce¢oes em T;

14%. v € mazximal em relagao as duas propriedades em T, ou seja, se ¥y C 7' entdo '
nao globalmente correto ou nao satisfaz o principio de prioridade as excegoes

em T.

Vamos ilustrar o papel do principio de prioridade as exce¢oes. Considere a

seguinte base de conhecimento:

» Animais nao voam a nao ser que sejam aves;
» Aves voam a nao ser que sejam pingiiins;
» Animais de bicos sdo aves a nao ser que sejam ornitorrincos;

» Animais de bico sao animalis.

A questao é: dado que temos um animal de bico, o que esperamos deste animal,

que ele voe ou nao?

O Exemplo 4.4.1 representa formalmente essa base de conhecimento onde A
representa animais, B representa aves, F' a caracteristica de voar, G animais de

bico, P pingiiins e O ornitorrinco.

Exemplo 4.4.1. Dada a base axiomdtica inconclusiva

r=({G,G— A},{A — -F-( B,B— F—( P,G — B—( 0})

Essa base contem somente uma expansao da Logica Defeasible com Prioridade
as Excegoes: 71 ={B — F—( P,G — B—( O}.

O raciocinio é o seguinte: como sabemos que o animal é de bico (e nada a
respeito dele ser um ornitorrinco), concluimos que ele é uma ave, portanto a regra
sobre animais que nao voam nao se aplica a ave, e como nao sabemos nada a respeito

dele ser um pingiliim, concluimos que ele voa.

Ja o candidato v = {A — —~F—( B,G — B—( O} ¢ um candidato correto ¢
completo mas, nao concorda com o principio de prioridade as excegoes ja que 7,

rejeita A — —~F—( B € v, porém, v2 — {A — —F—( B} nao rejeita ou exclui ~.
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Como veremos na secao seguinte, as propriedades de corretude local e completude
caracterizam as expansoes da logica default, portanto 5 é uma expansao da logica
default. Note, contudo, que ¥, é anémala. O raciocinio das conclusoes de 7, é o
seguinte: sendo um animal de bico ele ¢ um animal e como tal nao voa a nao ser
que seja uma ave. Por que nao é um ave? Porque se fosse ave voaria, contrariando
a inferéncia de que animais nao voam. Porém, voar é justamente o que se espera de
um ave! A regra de que animais ndao voam nao traz nenhuma evidéncia sobre algo

ser ou nao uma ave.

Na proxima secao apresentamos definicoes de expansoes que correspondem
a logica default, logica default justificada e a logica default com restrigoes;
compararemos melhor as expansoes geradas por essas logica e pela logica defeasible

com prioridade as excegoes.

4.5 Expansoes para Logicas Default
|

Como foi dito, uma expansao é um conjunto de generalizagoes maximal
com respeito a algumas propriedades. Dependendo das propriedades escolhidas
conseguimos diferentes variagoes de expansoes. Nesta se¢ao, mostramos que existem
defini¢oes de expansao que correspondem as defini¢oes originais da logica default de
Reiter (REITER, 1980), logica default justificada (LUKASZEWICZ, 1988) e a logica
default com restrigoes (SCHAUB, 1992; DELGRANDE; SCHAUB; JACKSON, 1994).

Iniciamos com a logica default de Reiter.

Definicao 4.5.1. Um candidato v € uma expansao DL em T sse

1. 7y € localmente correto em T;

1. 7y € completo em T.

O Teoremas 4.5.1 e 4.5.2 estabelecem a correspondéncia entre expansoes DL e

as extensoes da defini¢ao original da logica.

Teorema 4.5.1. Se v € uma expansao DL de 7 = (W,G), entdo E = Th,(y) €
uma extensio DL de A = (W, D), onde D € a tradugao de G.

Teorema 4.5.2. Se FE ¢ uma extensio DL de A = (W, D), e GDE sdo as regras
default geradoras de E entdo a tradugdo de GDE é uma expansio DL em T = (W, G),
onde G € a traducao de D.
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Para a logica default justificada temos:

Definicao 4.5.2. Um candidato v € uma expansao JusDL em T sse

1. 7 € localmente correto em T;

1. v € maximal localmente correto em T, isto €, se v C v entdo ¥ ndo é

localmente correto em 7.

Os Teoremas 4.5.3 e 4.5.4 estabelecem que expansoes JusDL correspondem as

extensoes da definicao original da logica.

Teorema 4.5.3. Se v é uma expansio JusDL de 7 = (W,G) entao E = Th.(v)
€ uma extensao JusDL de A = (W, D) com relagio ao conjunto de formulas J =

{Conj(y) U—-Rest(y)}, onde D € a tradugao de G.

Teorema 4.5.4. Se E € uma extensio JusDL de A = (W, D), com relagao ao
conjunto de formulas J e GD(DE’J) sao as regras default geradoras de E entio a
traducao de GDgE’J) ¢ uma expansio JusDL em T = (W, G), onde G € a tradugao
de D.

Para a logica default com restrigoes temos:

Definicao 4.5.3. v é uma expansao ConDL em T sse

i. 7y € globalmente correto em T;

1. vy is mazimal globalmente correto em T, isto é, se v C ' entdo v nao €

globalmente correto em 7.

Os Teoremas 4.5.5 e 4.5.6 estabelecem que expansoes ConDL correspondem as

extensoes da defini¢ao original da logica.

Teorema 4.5.5. Se v é uma expansao ConDL de T = (W,G) entio (E =
Thy(7),C =Th(WUConj(y)U-Rest(y)) € uma extensio ConDL de A = (W, D),
onde D € a traducgao de G.

Teorema 4.5.6. Se (E,C) é uma extensao ConDL de A = (W,D) e GD(DE’C) 5G40

as regras default geradoras de E, entao a tradugao de GDEDE’C)

ConDL em T = (W, G), onde G € a tradugio de D.

, € uma exrpansao
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As provas dos teoremas estao no Apéndice A.

Definidos os conceitos de expansao veremos alguns exemplos. As expansoes da
logica defeasible com prioridade as excegoes sao referenciadas pela sua sigla em
inglés DLEF. No primeiro exemplo temos duas generalizagoes conflitando, onde uma

é a excecao da outra.

Exemplo 4.5.1. Dada a base axiomdtica inconclusiva

T=04P-(Q Q(})

Esta base gera as sequintes expansoes:

Ezxpansoes JusDL:

Youspr, =1 Q@—( };

YouspL, =1 P—( Q }.
Expansoes ConDL:

Yoeonpr, =1 @—( };

YConDL, = { P—( Q }
Expansao DL:

Yo, ={ @—( }
Expansao DLEF:

YpLEF, :{ Q_( }

Note que a JusDL e ConDL geram duas expansoes, enquanto DL e DLEF geram

apenas uma (de acordo com o principio de prioridade as excegoes).

No exemplo 4.5.2 adicionamos & base axiomaética inconclusiva do exemplo
anterior a suposicao de que ‘QQ’ nao é somente uma excecao para ‘P’, além disso, ele

implica a negacao de ‘P’.

Exemplo 4.5.2. Dada a base axiomdtica inconclusiva

T=0AP-(Q Q- Q—~P=(})
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Esta base gera as sequintes expansoes:

Ezxpansoes JusDL:

YJusDLy = {Q_( ; Q - _'P_( };
YJusDLy = {P_( Q; Q - _'P_( }

FEzxpansoes ConDL:

YConDL, = {Q_( ’ Q - _‘P_( };
Yeonnr, = {P—( Q, @ — -P—(}.

Ezxpansoes DL:

YDL, = {Qi( ’ Q - _‘Pi( };
Yor, ={P—( @ Q@ — ~P-(}.
Expansao DLEF:

VpLEF, = {Q*(; Q— _‘p*( }

Note que somente a DLEF concorda com o principio de prioridade as excecoes. As
demais geram uma segunda expansao (chamaremos, genericamente, de 7,) que nao
satisfaz o principio de prioridade as excegoes pois, {Q—( } rejeita P—( @ € 7, mas
~v2 — {P—( @} nao rejeita ou exclui {Q@—( }. A extensdo gerada por essa segunda

expansao ¢ apontada na literatura como extensao andémala.

Schaub acreditava que a concordancia forte com as hipoteses implicava na
concordancia fraca, contudo, isto nao é verdade. O préximo exemplo é similar ao
usado em (SCHAUB, 1992) para mostrar as caracteristicas de concordancia fraca
e forte com as hipdteses, mostraremos que a logica default nao concorda com
as hipoteses nem fraca nem fortemente. A logica default justificada concorda
fracamente com as hipoteses mas nao fortemente. Ja a logica default com restrigoes
concorda fraca e fortemente com as hipoteses. No caso da DLEF, ela concorda

fortemente, mas nao fracamente.

Exemplo 4.5.3. Dada a base axiomdtica inconclusiva
T = (@, {Pi( _'Q7R7( Q?Si{ pPv R}>

Esta base gera as sequintes expansoes:
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Ezpansoes JusDL:
Yousprr = {P—( —Q, R—( Q };
Vousprz ={S—( PV R }.
Ao permitir a expansao Yjuspr1 o JusDL nao concorda fortemente com as

hipdteses, porém, ao permitir v .spra concorda fracamente.

Expansoes ConDL:
Yoonpr1 = { P—( = Q};
Yeonpr2 = {R—=( Q };
Yeonprs = {S—( PV R}.
As expansoes Yoonpr1 € Yoonprz mostram que a ConDL concorda fortemente

com as hipdteses. Ao permitir Yoonprs mostramos que ela, também, concorda

fracamente.

Ezxpansoes DL:
YL = { P*( - Q, R*( Q}~

Ao gerar vpr1 a ldgica default nio concorda fortemente com as hipdteses e por

ndo permitir uma expansao com a regra S—( PV R ela nao concorda fracamente.

Ezrpansao DLEF:
Yorert = {P—( ~Q};
VpLEF2 = {R*( Q }
A DLEF geras as expansoes 7Ypreri € “Vprer2, O que mostra que ela concorda

fortemente com as hipoteses, porém, por nao permitir uma erpansao com a Teqgra

S—( PV R, ela nao concorda fracamente com as hipdteses.

Na nossa opiniao, a concordancia fraca com as hipotese nao é uma propriedade
desejével. A explicacao é muito simples: ela é o oposto do principio de prioridade as
excegoes. Com esta propriedade, um conflito entre uma generalizacao e sua excegao
(a ndo ser que a excegao seja provada conclusivamente) nunca sera resolvido, pois
sempre acarretara na aplicacao da generalizagao em uma expansao e da excecao em
outra. Isto é tecnicamente conveniente para restaurar a localidade no raciocinio
nao monotonico e permitir uma teoria da prova para as loégicas nao monotonicas.

Entretanto, ele 4 uma caracteristica muito forte pois implica em monotonicidade com
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respeito as regras inconclusivas, isto ¢, mesmo com a adi¢ao de novas informagoes

inconclusivas as inferéncias anteriores serao sempre validas.

4.6 Traducgao em Regras Default Semi-normais Unitarias
]

A literatura em Logica Default prefere trabalhar com regras default semi-normais

a:aNf

unitarias, isto é, regras default da forma Desta forma as generalizacoes

P—( @ seriam traduzidas em logica default por #. Assim, porém, nao teriamos
uma correspondéncia entre expansoes DL e extensoes da logica default para teorias
arbitrarias, mas a correspondéncia ainda valeria para teorias aciclicas. Como
defendemos que teorias ciclicas sao teorias mal formadas, isto quer dizer que:
traduzindo na forma mais usada de regras default manteriamos a correspondéncia

em todas teorias bem formadas.
4.6.1 Definicao de Teorias Ciclicas

Uma teoria é considerada ciclica se possui regras que sao relevantes para a

conclusao de sua propria excegao.

Lema 4.6.1. Considere 1 = (W,G), P—( Q € G e v C G, um candidato. Suponha
que “PV Q € Th.(y), mas =P ¢ Th.(v) e Q ¢ Th.(y). Entao, T é uma teoria

ciclica.

Demonstra¢ao. Temos que Th,(y) F =PV Q e que Th.(y) ¥ =P eTh.(y) ¥ Q. A
afirmagao abaixo é suficiente para mostrar que a teoria 7 é ciclica, pois P—( () seria

relevante para a sua propria excecao.
Afirmagao: P—( @ é relevante para Q.
Note que Th.(yU{P—( @}) F Q. Logo existe v'C ~ tal que:

i. 7’ é consistente. Como Th,(v) ¥ =P, vU{P—( @} ¢é consistente.
ii. Th(v)F Q.
iii. 4’ é minimal, no sentindo que para todo v’C +’, Th,(7”) ¥ Q.

iv. P—( Q € «’. Senao, Th,(v) F @, contrariando a hipotese. O
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4.6.2 Teoremas de Correspondéncia

Podemos provar o teorema de correspondéncia entre expansoes DL e extensoes
usando a traducao em regras default semi-normais unitarias para teorias aciclicas

de acordo com as Defini¢oes 4.6.1 e 4.6.2.

Definicao 4.6.1. Seja 7 = (W, G) uma base axiomdtica inconclusiva, A = (W, D)

€ sua teoria default correspondente, onde:

D:{¥|P—(QGG} | (4.4)

De forma semelhante, dada uma teoria default A = (W, D) onde todas as regras
default sao normais ou semi-normais, livres pré-requisitos temos o seguinte esquema

de traducao:

Definigao 4.6.2. Seja A = (W, D) onde todas as regras default sao normais ou
semi-normais livres de pré-requisito, T = (W, G) € sua base axiomdtica inconclusiva

correspondente, onde:
P A
G = {P—( -Q | TQ € D} (4.5)
Teorema 4.6.1. Se vy € uma expansao DL de uma base aciclica 7 = (W, G), entao

E = Th,(y) € uma extensao DL de A = (W, D), onde D € a tradugao de G para

regras default semi-normais unitdrias.

Teorema 4.6.2. Se E ¢ uma extensio DL de A = (W, D), e GDE sdo as regras
default geradoras de E entao a tradugdo de GDE é uma expansio DL em T = (W, G),

onde G € a traducdao de D.

4.7 Consideragoes Finais
]

Nesse capitulo apresentamos nossa proposta de formalizagao para o raciocinio
nao monotodnico. O diferencial da proposta é o principio de prioridade as excegoes
como guia em situagoes de conflito entre regras inconclusivas. Definimos os conceitos
de generalizacoes, expansoes e formulamos a logica defeasible com prioridade as
excegoes através trés de propriedades bésicas: corretude, prioridade as excegoes e
maximalidade. Além disso, formulamos novas defini¢bes para a logica default e suas

variantes justificada e com restrigoes.



Capitulo

Trabalhos Relacionados

Dentre as propostas de caracterizacao da logica default sem a utilizacao de
operadores de ponto fixo a que mais nos interessa, pela sua natureza, é a de
Froidevaux e Mengin (FROIDEVAUX; MENGIN, 1994). Neste capitulo, buscamos

apresentar essa proposta e compara-la com a nossa.

5.1 Introducao

Além da nossa, encontramos outras propostas de caracterizacao da logica default
e de suas variantes sem a utilizagdo de operadores de ponto fixo. A primeira
caracterizagao sem ponto fixo foi obtida por Etherington em (ETHERINGTON, 1986)
através de uma definicao seméantica para a logica default. Alternativas sintaticas
também foram propostas, dentre elas podemos citar: em (FROIDEVAUX; MENGIN,
1994) extensoes sao definidas em termos de algumas propriedades basicas; em
(RISCH, 1996; SCHWIND, 1990) as caracterizagdes sao baseadas em implementagoes
tableau; em (LINKE; SCHAUB, 2000), o objetivo dos autores ¢ fornecer uma
alternativa onde somente os testes estritamente necessarios sejam feitos. FEles se
baseiam no fato de que a refutagao de uma justificativa é necessariamente baseada
na existéncia de uma prova da sua negacao e provas sio finitas. E feita uma analise
da teoria default com o objetivo de extrair todos os padroes de interacao entre as
regras default. A partir destas interagdes, é construido o grafo de bloqueio (block
graph) que delimita quais regras default devem ser levados em conta para o teste de

consisténcia.
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5.2 Proposta de Froidevaux e Mengin

Froidevaux e Mengin apresentam uma nova abordagem para logica default,
inspirada nos trabalhos de Lévy (LEVY, 1991a, 1991b), que nao utiliza operadores
de ponto fixo. De maneira geral, o objetivo é a construcao de caminhos de raciocinio
requlares e saturados: um caminho de raciocinio é considerado regular se nao
contém contradicoes e é saturado se é o maior possivel sem infringir a condigao
de regularidade. Dada uma teoria default, esses caminhos regulares e saturados

podem ser considerados como visoes validas e completas sobre o mundo.

Os passos para obtencao das extensoes sao os mesmos que nos utilizamos. Em

resumao:

» I[solam-se conjuntos de regras inconclusivas nao contraditorias;

» Esses conjuntos devem ser tao grandes quanto o possivel para podermos

explorar o maior nimero de informacoes;

» Constroi-se, para cada conjunto, um conjunto de conclusoes que podem ser

deduzidas.

5.2.1 Principios Gerais

A proposta é baseada na idéia de que as regras default devem ser aplicados um
apos o outro, de acordo com algumas condi¢oes. Ou seja, dada uma teoria default
A = (W,D), o conjunto W sera expandido com a aplicagdo de algumas regras

default, seguindo quatro principios basicos:

i. Atividade: uma regra default pode ser aplicada somente se estiver ativa, ou

seja, se seu pré-requisito pode ser provado.

ii. Regularidade: um conjunto de regras default aplicadas juntas para construir
uma extensao deve manté-la reqular. A condicdao de regularidade varia para
cada variante da logica default, mas, na maioria dos casos, requer que a

extensao resultante seja consistente.

iii. Saturacao: uma extensao deve ser saturada, ou seja, qualquer regra default que
é aplicavel a uma extensao deve ser aplicada. Assim como a regularidade, a

saturacao também varia de acordo com a logica. A condigao de saturagao
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garante que as extensoes sao geradas somente por conjuntos regulares

maximais de defaults.

iv. Fechamento Dedutivo: Uma extensao é dedutivamente fechada com relacao a

provabilidade na linguagem.

Apresentados os principios gerais, mostraremos, a seguir, a formalizacao destes

principios.
5.2.2 Conjunto Aterrados de Defaults

Froidevaux e Mengin utilizam a linguagem usual da logica default e, devido ao
principio da atividade, necessitam que as extensoes sejam baseadas em conjuntos
aterrados de regras default'. Intuitivamente, diz-se que um conjunto de regras
defaults é aterrado em W se os pré-requisitos de todos os seus elementos podem
ser provados a partir de W e com os conseqiientes de outras regras defaults do

mesmo conjunto e nao ha ciclos nessas provas.

Comparativamente, noés representamos as informagcoes inconclusvas através de
generalizacoes. Como mostrado na Definicao 4.1.4, generalizacoes sao equivalentes
a regras default semi-normais livres de pré-requisitos. Portanto, o principio da

aplicabilidade pode ser descartado ja que as generalizagoes sao sempre aplicaveis.
5.2.3 Regularidade

A regularidade formaliza a nog¢ao de compatibilidade entre regras default: a
regularidade de um conjunto aterrado de regras defaults exige que o conjunto de

teoremas gerados seja consistente. Existem dois tipos de regularidade: fraca e forte;

Regularidade Fraca: para esta nogao de regularidade, as justificativas das regras
default devem ser individualmente consistentes com a extensao. Desta forma, o
significado da regra default O‘Tﬁ é: “se o é conhecido e (3 é consistente com o que se

sabe, entao infira ~.”

Definicao 5.2.1. (LEVY, 1991b) Seja (W, D) uma teoria default, um conjunto de
regras default U C D aterrado em W € dito fracamente regular®* se W U Con(U) U
{Jus(d)} € consistente para todo d em U.

!Schwind em (SCHWIND, 1990) foi quem primeiro formalizou a no¢ao de “conjunto aterrado de
regras default”.
2Levy denomina somente “regular”.
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Regularidade Forte: esta nocao de regularidade interpreta a justificativa de uma
regra default como uma hipétese que é concluida implicitamente sempre que uma
regra default for aplicada. Dessa forma, o significado da regra default O‘T’g é: “sea é

conhecido e (3 é consistente com o que se sabe, entao assuma [ e infira ~.”

Definicao 5.2.2. Seja (W, D) uma teoria default, um conjunto de defaults U C D
aterrado em W € dito fortemente regular se W U Con(U) U Jus(U) € consistente.

A propriedade de regularidade relaciona-se com a nossa propriedade de corretude.
Ambas tem o objetivo de garantir que as extensoes geradas sejam conjuntos
consistentes. A regularidade fraca exige que as justificativas das regras defaults
aplicadas sejam individualmente consistentes com a extensao, assim como a
corretude local exige que as restricoes das generalizacoes, também o sejam. A
regularidade forte requer que as justificativas das regras defaults aplicadas sejam,
todas juntas, consistentes com a extensao gerada. A corretude global de uma

candidato v possui a mesma exigéncia.
5.2.4 Aplicabilidade

A nogao de aplicabilidade estd intimamente conectada a de saturagao (Def.
5.2.3). Intuitivamente, um conjunto de regras default é dito saturado se contém

todas as regras default que sao aplicaveis e ele.

Defini¢ao 5.2.3. Seja A = (W, D) uma teoria default. Um conjunto U C D de
regras default, aterrado em W, € saturado se todas as regras default de D que sao

aplicdveis a U estao em U.

Existem dois tipos de aplicabilidade: cautelosa e arriscada.

A Aplicabilidade Cautelosa exige que o conjunto aterrado resultante permaneca

regular.

Defini¢ao 5.2.4. Seja A = (W, D) uma teoria default e suponha que definimos a
no¢ao de reqularidade para os conjuntos aterrados de defaults de A. Um default d
€ cautelosamente aplicdvel a um conjunto aterrado de regras default U se d € ativo
com respeito a U e se o conjunto de regras default resultante U U {d} ¢é regular.
Um conjunto aterrado de regras default saturado por esta nogao de aplicabilidade é

cautelosamente saturado.
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A Aplicabilidade Arriscada foi formulada para capturar a nogao usada por Reiter

(REITER, 1980).

Definigao 5.2.5. Seja A = (W,D) wma teoria default. — Um default d é
arriscadamente aplicavel a um conjunto aterrado de regras default U se d € ativo
com respeito a U e se WUCon(U)U{Jus(d)} € consistente. Um conjunto de regras
default U tal que todos as regras default arriscadamente aplicaveis a U pertencem a

U ¢ arriscadamente saturado.

A aplicabilidade cautelosa leva em conta a regularidade do conjunto de regras
default ja com a nova regra aplicada. Enquanto a aplicabilidade arriscada, de certa

forma, aplica a nova regra e depois verifica se o conjunto resultante é regular.

A propriedade de saturacao tem, na nossa proposta, um ligacdo com as
propriedades de maximalidade e completude que buscam tornar as expansoes tao
grandes quanto possivel. Conjuntos maximais, com relacao a uma propriedade, de
generalizagoes sao equivalentes a conjuntos cautelosamente saturados de defaults.
Além disso, conjunto de generalizacbes completos correspondem a conjuntos

arriscadamente saturados.
5.2.5 Classificacao das varias definigoes da Logica Default

Nesta se¢ao apresentamos os teoremas de equivaléncias entre conjuntos aterrados
de regras default, regulares e saturados e as definicoes de extensoes da logica
default propostas em (REITER, 1980; LUKASZEWICZ, 1988; DELGRANDE; SCHAUB;
JACKSON, 1994).

O teorema a seguir mostra que o conceito de extensao DL corresponde as nogoes
de regularidade fraca (Def. 5.2.1) e de aplicabilidade arriscada (Def. 5.2.5).

Teorema 5.2.1. Seja A = (W, D) uma teoria default, entdo um conjunto de
formulas E é uma extensao DL de A sse existe um subconjunto aterrado U de

D em W fracamente reqular e arriscadamente saturado que gere E.

No caso da logica default justificada a diferenca com relagao a logica de Reiter é

que a nogao de aplicabilidade aplicada é a cautelosa (Def. 5.2.4).

Teorema 5.2.2. Seja A = (W, D) uma teoria default, entao um conjunto de
formulas E é uma extensao JusDL de A sse E for gerado por um conjunto aterrado

de defaults, fracamente regular e cautelosamente saturado.
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O teorema a seguir mostra que o conceito de extensao ConDL corresponde as
nogoes de regularidade forte (Def. 5.2.2) e de aplicabilidade cautelosa (Def. 5.2.4).

Teorema 5.2.3. Seja A = (W, D) uma teoria default. Um par (E,C) € uma
extensao ConDL de A sse existe existe um subconjunto aterrado U de D, fortemente

reqular e cautelosamente saturado que gere E e tal que C' = Th(W U Jus(U) U
Con(U)).

5.3 Consideracoes Finais
]

O principal ponto em comum entre a nossa proposta e a de Froidevaux e
Megin é a busca pela formagao de conjuntos de regras inconclusivas que nao sejam
contraditorias entre si (ou seja, uma regra nao prova a excegao da outra) e que
sejam tao grandes quanto possivel. Froidevaux e Megin se referem a estes conjuntos
como “caminhos de raciocinio”, enquanto nés os denominamos expansoes. Por outro
lado, é importante salientar que nosso objetivo inicial era a formulacao da logica
defeasible com prioridade as excecoes. Porém, nossa proposta se mostrou flexivel a

ponto de propormos as novas formulagoes para as logicas default apresentadas na
Secao 4.5.
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Capitulo

Conclusoes

Motivados pela importancia do raciocinio nao monotonico para a area de
Inteligéncia Artificial e com o objetivo de simplificar o formalismo nao monoténico

modificamos alguns dos conceitos utilizados pela maioria dos pesquisadores da area.

Devido ao grande sucesso da abordagem original de Reiter como paradigma
de logica default seus conceitos foram repetidamente reproduzidos. Noés ousamos
tomar um caminho diferente, modificando alguns desses conceitos e investigando

mais profundamente a relacao entre os padroes inferéncias e suas excegoes.

Formulamos uma nova forma de representacao das informacoes inconclusivas, as
generalizacoes. Estas, sao equivalentes a regras default semi-normais, multiplos,
livres de pré-requisito o que nos garante expressividade e nos livra de vérios
problemas causados pela presenga de pré-requisitos (como a falha da contrapositiva).
Além disso, antes de conhecermos quais sao as conclusoes de uma teoria, optamos por
saber quais regras inconclusivas colaboraram para estas conclusoes. Esses conjuntos,
denominados expansoes, sao definidos através de propriedades basicas e nao por

operadores de ponto fixo com nas logicas default.

Adotamos o Principio de Prioridade as Exceg¢oes como principio norteador para
dirimir os conflitos entre regras sujeitas a excecao e regras que representam essas
excegoes e formulamos a Logica Defeasible com Prioridade as Excegoes. Além disso,
nossa proposta mostrou-se flexivel o suficiente para implementar a logica default e

sua variantes.
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6.1 Contribuigoes

A principal contribuicao deste trabalho foi a formulacao da Loégica Defeasible
com Prioridade as Exce¢oes. Além disso, propomos novas formulacoes para a logica

default e suas variantes justificada e com restrigoes.

O estudo realizado nesta dissertacao resultou na publicagao de dois artigos.

» O primeiro no Encontro Nacional de Inteligéncia Artificial 2007 intitulado
Légica Nao Monotonica com prioridade as exce¢oes (PEQUENO; VERAS;
TAVARES, 2007b).

» O segundo no Third Latin American Workshop on Non-Monotonic Reasoning
(LANMR’07) intitulado Handling FEzceptions in Nonmonotonic Reasoning
(PEQUENO; VERAS; TAVARES, 2007a).

6.2 Perspectivas de Trabalhos Futuros

Como perspectivas de trabalhos futuros vislumbramos as seguintes investigagoes:

» As implicagoes e as aplicagoes do Principio de Prioridade as Excegoes devem
ser investigadas. E importante ressaltar que nés nio o consideramos como um
principio heuristico que deva ser usado somente em situagoes particulares. Na
realidade, pensamos nele como um principio geral que regula o raciocinio nao

monotonico.

» Realizacao de um estudo do relacionamento entre a logica aqui apresentada
e outras logicas para raciocinio complexo que também concordam com o
Principio de Prioridade as Excecoes como a Logica do Raciocinio Plausivel

em (BUCHSBAUM; PEQUENO; PEQUENO, 2007).

» Realizacao de um estudo do relacionamento da Logica Defeasible com
Prioridade as Exce¢des com Prolog com negacao por falha, que é um tipo
de negagao nao monotonica. O objetivo é investigar se a teoria construida
utilizando o Principio de Prioridade as Excegoes é equivalente aos diversos
formalismos ja existentes em programacao logica com negacgao por falha. Em
particular, pretendemos investigar a relacao entre o Principio de Prioridade
as Excecoes e a Seméantica de Modelos Estaveis para programas logicos com

negagao por falha (GELFOND; LIFSCHITZ, 1988).
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» O conjunto de teoremas de uma logica monotdnica pode ser obtido através
de um sistema formal (SMULLYAN, 1961), ou equivalentemente pode ser
indutivamente definido. ~ As propriedades dos sistemas formais e das
definigoes indutivas (ACZEL, 1977) e também suas relagdes com pontos fixos
de operadores monotonicos (GUREVICH; SHELAH, 1985) estdo muito bem
estabelecidas. Entendemos que as loégicas nao monotonicas sao casos especiais
do que podemos chamar de sistemas formais estendidos (LANGE; GRIESER;
JANTKE, 2003) ou de defini¢goes indutivas ndo monotonicas (MOSCHOVAKIS,
1974). Estes ultimos, assim como as logicas ndo monotonicas, sdo areas de
pesquisa em aberto que poderiam se beneficiar mutuamente. Em particular,
intuimos que o Principio de Prioridade as Excecoes pode ser visto como uma
maneira de se conseguir predicatividade (FEFERMAN, 2005) em definigoes

indutivas nao monotonicas.



Apéndice
Provas do Teoremas do Capitulo 4

Este capitulo apresenta as provas dos teoremas propostos no capitulo 4. Em

todas as provas supomos que o conjunto W é consistente.

A.1 Prova do Teorema 4.5.1

Teorema 4.5.1 Se v ¢ uma expansao DL de 7 = (W, G), entao E = Th,(v) é
uma extensdao DL de A = (W, D), onde D é a tradugao de G.

Demonstracao. Prova da Teorema 4.5.1
Hipotese: v é um candidato localmente correto e completo em 7.
Tese: £ = Th.(v) é uma extensdao DL em A.

Para demonstrar o teorema, mostraremos que I'g(F) = E, ou seja, E = Th.(7)
¢ o menor conjunto que satisfaz as condi¢oes para ser uma extensao DL de acordo

com a Definigao 3.1.1.

i. TR(E)C E

Para mostrar que I'r(E) C E ¢ suficiente mostrar que E satisfaz as trés
propriedades que definem uma extensao DL ja que I'g(E) é o menor conjunto

que as satisfaz.

(a) E=Th(W UConj(v)), portanto as condigdoes W C E e E = Th(F) sao

satisfeitas.

’ : : s .P.~Q
(b) Mostrar que ¢ I satisfaz a terceira condigao: para qualquer =5= € A,
se " P¢FEe@¢FE,entao P € FE temos;
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Para toda g = P—( @ € 7, como 7y é localmente correto e completo temos:
-P¢FeQe€L.
Traduzindo cada g de v para a regra default correspondente d em D

temosque:d:#ondeﬂP¢E,Q¢EeP€E.

Portanto, a condigao é satisfeita.

ii. £ CTx(E)

Como I'gp(E) é dedutivamente fechado, é suficiente mostramos que W U
Conj(v) € Tr(E).

(a) Note que W C I'g(F) pela primeira condi¢ao de Reiter.

(b) Mostraremos agora que Conj(y) C I'r(E):

Para toda ¢ = P—( @ € 7, como v ¢é localmente correto e completo,
temos: P ¢ Fe( € E.

Traduzindo cada g de v para a regra default correspondente d em D
temos que: d:@ondeﬂPgﬁE, Q¢FEePck.

Portanto, Conj(vy) C I'r(E). O

A.2 Prova do Teorema 4.5.2

Para nos auxiliar na prova do teorema, demonstraremos, inicialmente, o seguinte

lema:

Lema A.2.1. Seja 7 = (W, G) uma base axiomdtica inconclusiva e y candidato em
7, entdo Th.(y) = Th(W UCons(U)), onde U € a traducao de v para teoria default

correspondente.

Demonstracao. Note que Th,(y) = Th(W U Conj(y)). Temos que, para toda

P-Q
P

Conj(g) = Cons(d) = P. O

generalizacdo ¢ = P—( Q € ~, e sua regra default correspondente d =

Teorema 4.5.2. Se F é uma extensao DL de A = (W, D), e GDE sdo as
regras default geradoras de E entdo a tradugao de GDE ¢ uma expansao DL em
7= (W,G), onde G é a tradugao de D.
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Demonstracao. Prova do Teorema 4.5.2
Hipotese: E ¢ uma extensao DL de A = (W, D).
Tese: GDE, traduzido, ¢ uma expansao DL em 7 = (W, G).
GDE={%52 | =P ¢ FEeQ ¢ E} a tradugio de GDE ¢é o conjunto:
T={PA(Q[-PEEcQ¢E}

Pelo Teorema 3.1.3, E = Th(W U Cons(GDXE)). Pelo Lema A.2.1, concluimos
E = Th.(v). Mostraremos que 7y é correto (item (i)) e completo (item (ii)).

i. v & correto pois ndo ha g € v tal que E = Th.(y) - Rest(g).
ii. suponha que v nao é completo.
Entao, existe g'= P'—( Q’¢ G — vy tal que: "P'¢ Ee Q' ¢ E.
Traduzindo ¢’ terfamos:
{P';,Q/ =P ¢EecQ ¢ E}

O que é um absurdo pois todas as regras default que possuem essa propriedade

pertencem ao GDE logo g’€ 7. Il

A.3 Prova do Teorema 4.5.3

Para nos auxiliar na prova do teorema, demonstraremos, inicialmente, o seguinte

lema:

Lema A.3.1. Seja~y um candidato em T = (W,G) e E = Th,(vy). Se~y € localmente

correto entao E € consistente.

Demonstracao. Prova do Lemma A.3.1
v é localmente correto;
sse para toda g € v, Th,(v) ¥ Rest(g);
sse para toda g € v, Th(W U Conj(vy)) ¥ Rest(g);
sse para toda g € v, E ¥ Rest(g);

Como existe g tal que F ¥ Rest(g) concluimos que F é consistente. O
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Teorema 4.5.3. Se v é uma expansao JusDL de 7 = (W, G) entdao E = Th.(v)
¢ uma extensao JusDL de A = (W, D) com relagdo ao conjunto de féormulas J =

{Conj(y) U=Rest(v)}, onde D é a tradugao de G de acordo com a Defini¢ao 4.1.4.
Demonstracao. Prova do Teorema 4.5.3

Hipotese: v é um candidato localmente correto e maximal localmente correto.

Tese: (E,J) onde E' = Th.(y) é uma extensao JusDL com rela¢do ao conjunto
de formulas J = {Conj(vy) U —Rest(7y)}.

Para demonstrar o teorema, mostraremos que I';(E, J) = (E, J). Ou seja, E =
Th.(v) e J={Conj(y)U-Rest(y)} é o par dos menores conjunto de féormulas que

satisfazem as condicoes de uma extensao JusDL de acordo com a Definicao 3.2.1.

i. I'y(E,J) C (F,J). Para mostrar que I';(E, J) C (E,J) é suficiente mostrar
que (E,J) satisfaz as trés propriedades que definem uma extensao JusDL ja

que I';(E, J) é o menor conjunto que as satisfaz.

(a) E=Th(W UConj(v)), portanto as condi¢goes W C E e E = Th(F) sao

satisfeitas.
(b) Demonstracao que (E,.J) satisfaz a terceira condicao: para todo ’;Q €
A, seVne JU{P,-Q}, EU{P}U{n} ¥ L, entdo P € E, P € J e

Q€ J.

Pela definigao dos conjuntos E e J temos que mostrar que se Vn € J U
{P,-Q}.SU{P}U{n} ¥ L entao P—(Q € 7.

Suponha: Vn € JU{P,-Q}.EU{P}U{n} ¥ L.

Para qualquer ¢ = P—( @ € G se a suposigao ¢é valida temos: @ ¢ E.

Como 7 é maximal localmente correto e para qualquer g = P—( @, Q ¢
Th.(v) entao P—( Q € .
ii. (E,J)CTy(FE,J)=(EJ)
Como E’ é dedutivamente fechado, é suficiente mostrarmos que WUConj(y) C
E.
(a) Note que W C E’ pela primeira condigao da defini¢ao de extensao JusDL.

(b) Mostraremos agora que Conj(y) C E’.

Para toda ¢ = P—(Q € =, como 7 e localmente correto:
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i. F é consistente, pelo Lema A.3.1;
ii. Q¢ FE.
Além disso, temos que P € E.
Como J = {Conj(y)U-Rest(y)} temos, Vn € JU{P,-Q}.EU{P}U{n} ¥
1, pois:
Para toda ¢ = P—(Q € v temos:

i. se n € Conj(g) a condi¢ao é valida pois Conj(g) € E e E é

consistente;

ii. se n € Rest(g) a condigao é valida pois Rest(g) ¢ E. O
Conclusao: Para qualquer ¢ = P—(Q € ~ temos que: LoQ ’;Q € Ae
VUG JU{Pa_'Q} ) EU{P}U{?]}J’AJ_

Logo, toda g = P—(Q € 7, traduzida, satisfaz, em A, as condigdes pra
pertencer a (E', J').

A.4 Prova do Teorema 4.5.4

Para nos auxiliar na prova do teorema, demonstraremos, inicialmente, o seguinte

lema:

Lema A.4.1. Seja T = (W,G) uma base aziomdtica inconclusiva e v um candidato
em 7, entao {Conj(y)U—-Rest(y)} = Jus(U), onde U € a tradugao de v para teoria

default correspondente.

Demonstragao. Note que para toda generalizacdo g = P—( Q € ~, Conj(g) = P
e - Rest(g) = Q. E para toda regra default correspondente d = P’—;Q, Jus(d) =

{P7 _'Q} ]

Teorema 4.5.4. Se E ¢ uma extensao JusDL de A = (W, D), com relagao

)

ao conjunto de féormulas J e GDE)E’J sao as regras default geradoras de E entao a

traducao de GDgE’J) é uma expansao JusDL em 7 = (W, G), onde G é a tradugao
de D.

Demonstracao. Prova do Teorema 4.5.4.

Hipotese: (E,J) é uma extensao JusDL de A = (W, D).
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Tese: GDgE’J), traduzido, é uma expansao JusDL em 7 = (W, G).

GDW = {29 |y e JU{P,-Q}, EU{P}U{n} ¥ 1}. A tradugio de
GD%E’J) ¢ o conjunto:

v=A{P-(Q Ve JU{P =Q}, EU{P}U{n}¥ L}.

Pelo Teorema 3.2.2, E = Th(W U Cons(GDZE)). Pelo Lema A.2.1, concluimos

E = Th.(y). Mostraremos que 7 é localmente correto (item (i)) e maximal

localmente correto (item (i7)).

i. Suponha que v nao é localmente correto:
Entao, existe g = P —( @ € v tal que Rest(g) € E = Th,(y) (*).
Porém, pela regra de formacao de v, se g € 7, entdao E U {P} U{-Q} ¥ L
De (*) e (**) concluimos que EU{P}U{-Q}F L.

ii. Suponha que v nao ¢ maximal localmente correto:
Logo, existe 7/ D v tal que 7’ é localmente correto. Seja ¢ = P'—( Q' € v —~.
Se 7 é localmente correto, concluimos que Th,.(y') ¥ @'. Além disso, pelo
Lema A.3.1, E' = Thr(y') é consistente.
Porém, como P'—( Q' ¢ ~v: Ine€ JU{P',=Q'} tal que EU{P'} U{n} F L.
Como Th.(v') = Th(W U {Conj(y) U{P'}}), temos: EU{P'} C Th.(y) e
Q' ¢ EU{P'}. Podemos concluir que n # P’ e n # —@Q’. Logon € J.

Pelo Teorema 3.2.2, J = Jus(GD(DE’J)). Assim, pelo Lema A.4.1, concluimos
que n € {Conj(vy) U—-Rest(y)}.

(a) se n € Conj(y):
EU{P}UConj(g) F L, onde g é uma generalizacao de ~;
Como E U{P} é consistente: EU{P}F —Conj(g);
Dessa forma, Th. (") F Conj(g).
Conclui-se, entao, que Th.(v') é inconsistente. O que vai de encontro a
hipotese de que ' é localmente correto.
(b) se n € ~Rest(y):
EU{P}U—Rest(g) - L, onde g é uma generalizacdo de +;
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Como E U {P} é consistente: EU{P} F Rest(g);
Dessa forma, Th.(y') F Rest(g). O que vai de encontro a hipotese de que

v’ é localmente correto. O]

A.5 Prova do Teorema 4.5.5

Para nos auxiliar, demonstraremos, inicialmente, dois lemas:

Lema A.5.1. Seja I’ um conjunto de formulas e A; uma formula. Sel'+= A1V..VA,

entao I' U {—A,...,nAs} € inconsistente.

Demonstracao. Prova do Lema A.5.1
A V..VA,
sse 'U—{A4; V...V Ay} ¢é inconsistente;
sse 'U{=A4; A ... A=Ay} é inconsistente;

sse ['U{—-A4, ..., Ay} é inconsistente. O

Lema A.5.2. Seja v um candidato em 7 = (W,G) e C = Th(W U Conj(y) U
—Rest(y)) wm conjunto de formulas. Se, v € globalmente correto entio C €

consistente.

Demonstracao. Prova do Lemma A.5.2
Suponha: v nao é globalmente correto e C' é consistente:
~ nao é globalmente correto:
sse existe 7, C v tal que Th.(y) F '\ Rest(v,);
sse existe v, C v tal que Th(W U Conj(vy)) F V Rest(vn);

sse existe v, C v tal que Th(W UConj(vy))U—-Rest(7,) ¢ inconsistente; (Lemma
A5.1)

Dessa forma, C'= Th(T U Conj(y) U —Rest(7y)) é inconsistente. O

Teorema 4.5.5. Se v ¢ uma expansao ConDL de 7 = (W,G) entao (£ =
Thy(7),C =Th(WUConj(y)U—-Rest(y)) ¢ uma extensao ConDL de A = (W, D),

onde D é a tradugao de GG de acordo com a Definigao 4.1.4.
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Demonstracao. Prova do Teorema 4.5.5.

Hipotese: v é¢ um candidato globalmente correto e maximal globalmente correto
em 7 = (W,G).

Tese: (FE,C) onde E = Th.(y) e C = Th(W U Conj(y) U —Rest(vy)) ¢ uma

extensao ConDL.

Para demonstrar o teorema, mostraremos que I'c(C) = (E,C). Ou seja, E =

Th;(v)eC =Th(WUConj(y)U-Rest(y)) ¢ o par dos menores conjunto de féormulas

que satisfazem as condigoes de uma extensao ConDL de acordo com a Definigao 3.2.1

i [o(C) C (B,C)

Para mostrar que I'c(C) C (E, C) ¢ suficiente mostrar que (E,C') satisfaz as

trés propriedades que definem uma extensao ConDL, ja que I'c(C') é o menor

par de féormulas que as satisfaz.

(a)

(b)

E =Th.(y) e C =Th(W UConj(y)U-Rest(7)), portanto as condigdes
W CECC, E=Th(E)e C =Th(C) sao satisfeitas.

Demonstracao de que (E, C) satisfaz a terceira condigdo: para qualquer

:P’;Q €A;se CU{P,-Q} ¥ L,entdo Pe E, Pc (Ce—Q € C.

Como E = Th(WUConj(v)) e C = Th(WUConj(y)U-Rest(y)) temos
que mostrar que se C' U{P,~Q} ¥ L entao P—(Q € .

Suponha que C U{P,=Q} ¥ L:

Para toda g = P—( @ € G se a suposigao é valida temos: Q) ¢ C, assim,
Q¢E.

Como 7 ¢ maximal globalmente correto e para toda g = P—( Q € 7,
Q ¢ Th-(v) entao g € 7.

ii. (E,C) CTe(C)=(E,C")

Como todos os conjuntos sao dedutivamente fechados, temos que mostrar que

W C E, W C C e que todas a generalizagoes de v, traduzidas, satisfazem, em

A, a terceira propriedade para pertenceram a I'c(C).

(a)

Note que W C E' C (' pela primeira condic¢ao da definicao de extensao
ConDL.



A.6. Prova do Teorema 4.5.6 78

(b) Seja uma g = P—(Q € v qualquer;
Pelas defini¢oes de Ee C: P € E, P € C' e =@ € C. Além disso, pelo
Lema A.5.2, C é consistente, pois v é globalmente correto.
Concluimos que C' U {P,—-Q} ¥ 1;
Conclusao:
Para toda ¢ = P—(Q € v temos que: % EAeCU{P-Q}F L.
Logo, toda g = P—(Q € 7, traduzida, satisfaz, em A, as condigdes pra
pertencer a I'c(C). O

A.6 Prova do Teorema 4.5.6

Para nos auxiliar na prova do teorema, demonstraremos, inicialmente, o seguinte

lema:

Lema A.6.1. Seja 7 = (W, G) uma base axiomdtica inconclusiva e v um candidato
em 7, entao Th(W U Conj(y)U-Rest(y)) = Th(W U Cons(U)U Jus(U)), onde U

€ a tradugao de v para teoria default.

Demonstra¢ao. Note que para toda generalizacao ¢ = P—( Q € ~, Conj(g) = P

e - Rest(g) = Q. E para toda regra default correspondente d = P’;Q, Jus(d) =

{P7 _'Q} ]

Teorema 4.5.6. Se (E, () é uma extensao ConDL de A = (W, D) e GDE:)E’C)

)

sao as regras default geradoras de E, entao a traducao de GDE)E’C , € uma expansao

ConDL em 7 = (W, G), onde G ¢ a tradugao de D.

Demonstracao. Prova do Teorema 4.5.6.
Hipotese: (E,C) ¢ uma extensdo ConDL de A = (W, D).
Tese: GDgE’C), traduzido, ¢ uma expansao ConDL em 7 = (W, G).
GD(DE’C) = {% | CU{P,~Q} ¥ L} a traducio de G’D(DE’C) ¢ o conjunto:

vy={P-(Q | CU{P,-Q} ¥ L} Mostraremos que 7y é globalmente correto

(item (7)) e maximal globalmente correto (item (i7)).

i. Suponha que v nao seja globalmente correto.

Entao existe g = P—(Q € v tal que Th,(v) F Q.
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Temos, por defini¢do, E = Th,(v) C C. Portanto, Q € E e CU{P,-Q} F L.

O que é um absurdo pela lei de formagao de ~.

ii. Suponha que 7 nao seja maximal globalmente correto.
Logo, existe 7’2 ~ tal que 4’ é globalmente correto. Seja g = P—( Q € v'—~.
Como, por hipotese, 7’ é globalmente correto, pelo Lema A.5.2, C" = Th(W U
Conj(y') U—Rest(v')) é consistente.

Pelo Teorema 3.3.2, C' = Th(WUCons(GDgE’C)) UJus(GDEDE’C))) que é igual,
pelo Lema A.6.1 a Th(W U Conj(vy) U -Rest(y)). Dessa forma, como v C v/,
ccc.

Porém, como g = P—( Q ¢ v temos: C'U{P,-Q} F L. Isso é um absurdo
pois C U{P,-Q} C C" e C" &, por hipotese, consistente. ]

A.7 Prova do Teorema 4.6.1

Para nos auxiliar na prova do teorema, demonstraremos, inicialmente, o seguinte

lema:

Lema A.7.1. Um candidato v € uma expansio DL sse v = {P—( Q |~PV Q ¢
Th-(7)}

Demonstrac¢ao. Como ~ é uma expansao DL temos que v é localmente correto e

completo.

i. se P-( Qe

Como v ¢ localmente correto, Th,(v) ¥ @, além disso, Th, () - P. Assim,
Th,(7) ¥ =PV Q.

Portanto, P—( @ satisfaz a condi¢do para perecer a 7.

ii. se P—(Q ¢~

Como 7 é completo:

(a) Th.(y) F =P, logo Th,(v) F =PV Q.

Dessa forma, P—( ) nao satisfaz a condigao para perecer a 7.



A.8. Prova do Teorema 4.6.2 80

(b) Thy(7) F Q. logo Th.(7) F =PV Q.

Dessa forma, P—( @ nao satisfaz a condigao para perecer a 7. n

Teorema 4.6.1. Se 7 é uma expansdo DL de uma base aciclica 7 = (W, G),
entdo £ = Th,(y) é uma extensdo DL de A = (W, D), onde D é a traducdo de G

para regras default semi-normais unitarias.
Demonstracao. Prova do Teorema 4.6.1
Hipoétese: v é um candidato localmente correto e completo em 7.
Tese: E = Th.(vy) é uma extensao DL em A.
Como 7 é uma expansao DL, pelo Lema A.7.1:
vy={P-( Q| -PVQ¢&E}. Logo, a tradugao de 7 para a teoria default é:
U= {2 |-PvQ¢E}

Note que U = GDE (Def. 3.1.2). Pelo Teorema 3.1.3, Th(W U Cons(GDE)) &
uma extensdao DL. Além disso, pelo Lema A.2.1, Th(W U Cons(GDE)) = Th,(v).

Portanto, Th,(y) é uma extensdao DL

A.8 Prova do Teorema 4.6.2

Teorema 4.6.2. Se E é uma extensao DL de A = (W, D), e GDE sio as
regras default geradoras de E entdo a tradugao de GDE ¢ uma expansao DL em
T = (W,G), onde G ¢ a tradugao de D.

Demonstracao. Prova do Teorema 4.6.2
Hipotese: E é uma extensao DL de A = (W, D).
Tese: GDE, traduzido, é uma expansiao DL em 7 = (W, G).
GDE ={%72| =PV Q ¢ F} a traducdo de GDE ¢ o conjunto:
Y= {P~(Q| ~PV Q¢ E}.

Pelo Teorema 3.1.3, E = Th(W U Cons(GDXE)). Pelo Lema A.2.1, concluimos
E = Th,(7).

Assim, pelo Lema A.7.1, v é uma expansao DL.



Apéndice

Formulacao com Linguagem de

Primeira Ordem

No Capitulo 4 apresentamos a Logica Defeasible com Prioridade as Excecoes
baseada em uma linguagem proposicional. Porém, todos os resultados do capitulo
podem ser estendidos para uma linguagem de primeira ordem. Para isso, torna-se
necessario redefinimos alguns dos conceitos. Neste apéndice apresentamos essas

definigoes.

Agora, adotamos uma linguagem de primeira ordem L com o acréscimo do novo

operador “—( 7 para representar as informagoes inconclusivas.

B.1 Generalizagoes e Candidatos
]

O conceito de generalizagao é o mesmo, porém, agora, os candidatos sao formados

por instancias de generalizagoes.

Definigao B.1.1. Uma generalizagao em L é uma expressio da forma P —( Q onde
P e Q sao formulas de L'. Uma instancia de uma generalizagio P —( Q em L é uma

expressao P’—( Q’, onde P’ e () sao instdncias consistentes de P e ) em L.

Com instancias consistentes estamos dizendo que as variaveis que ocorrem em

ambos, P e Q, sao substituidas pelos mesmos termos de L.

Definicao B.1.2. Um candidato v em uma base axiomdtica inconclusiva 7 =

(W, G) € uma cole¢ao de instancias de generalizagoes em T.

k2l

Logo, P e @ nao contem o conectivo “—(



B.2. Rejeicao e Exclusao 82

A seguir apresentamos alguns detalhes técnicos necessérios.

Definicao B.1.3. Se P ¢ uma formula e x4, .., x, sdo varidveis livres de P:
i. uc(P), o fechamento universal de P, é a formula Yz, .., z, P.
1. ec(P), o fechamento existencial de P, é a formula 3z, .., x, P.
Definigao B.1.4. Se ' = {Py,.., P,} € uma colegao finita de formulas em L:
i. N =uc (PLA...\P,).

1. \/I'=ec (PV..VPE,).

Dado um candidato, para propriedades globais é importante considerar a uniao
de suas restrigoes. Restrigoes sdo unidas por dinjungoes. A definigdo de Lim(7)

realiza esta unido para candidatos 7 arbitrarios (finitos ou infinitos).

Definicao B.1.5. Seja v um candidato, especificamos:
i. Lim(y) = {\/ Rest (7) |y € finito e v/ C ~}.
“Lim(~)” é lido “limites de ~”.

B.2 Rejeicao e Exclusao
|

A relacao de rejeicao sofre algumas alteragoes, enquanto a de exclusao nao.

i. v rejeita v em 7 sse Th,(y') () Lim(vy) # 0;

ii. 79 € a menor parte de v rejeitada por 7' em 7T se e somente se 7' rejeita 9 em

7 e para todo v; C 7, 7' nao rejeita vy, em T;

iii. 4" exclui v em 7 sse y U~/ é inconsistente em 7.
Em particular dizemos que

i. g rejeita v em 7, se {g} rejeita v em 7, isto &, Th,({g}) (" Lim(~y) # 0;
ii. v rejeita g em T, se 7y rejeita {g} em 7, isto &, Rest(g) € Th.(7).

iii. v ezclui g em T sse 7y exclui {g} em 7.
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B.3 Propriedades

As propriedades de corretude local, completude e prioridade as excegoes

continuam iguais. Alteramos somente a corretude global.

Definicao B.3.1. Corretude

i. v € localmente correto em T se e somente se nao existe g € v tal que Rest(q)

€ The(v).

5. v € globalmente correto em T se e somente se Th,(v)() Lim(y) = 0.

Definicao B.3.2. Completude

i. v € completo em T sse se g & v entdo y rejeita ou exclui g em T.

Definicao B.3.3. Prioridade as Fxcegoes

1. v satisfaz o critério de Prioridade as Excecoes em T se e somente se, se vy €

a menor parte de 7y rejeitada por ' entao v — o rejeita v em T.



Referéncias Bibliograficas

ACZEL, P. An introduction to inductive definitions. In: BARWISE, J. (Ed.).
Handbook of Mathematical Logic. Amsterdam: Elsevier, 1977. p. 739-782.

BREWKA, G. Cumulative dafault logc: In defense of nonmonotonic rules. Artificial
Intelligence, n. 50(2), p. 183-205, 1991.

BUCHSBAUM, A.; PEQUENO, T.; PEQUENO, M. A logical expression of
reasoning. Synthese, n. 154, p. 431-466, 2007.

DELGRANDE, J. P.; SCHAUB, T.; JACKSON, W. K. Alternative aproaches to
default logic. Artificial Intelligence, n. 70, p. 167-237, 1994.

ENDERTON, B. H. Elements of Set Theory. Nova York: Academic Press, 1977.

ETHERINGTON, D. Reasoning with Incomplete Information: Investigations of
Nonmonotonic Reasoning. Tese (Doutorado) — Department of Computer

Science, University of British Columbia, Vancouver, BC, 1986.

ETHERINGTON, D.; R., R. On inheritance hierarchies with exceptions.
In:  Proceedings of AAAI National Conference on Artificial Intelligence.
Washington, D.C.: The MIT Press, 1983. p. 104-108.

FEFERMAN, S. Predicativity. In: SHAPIRO, S. (Ed.). The Ozford Handbook of
Philosophy of Mathematics and Logic. New York: Oxford University Press,
2005. p. 590-624.

FROIDEVAUX, C. Taxonomic default theories. In: FEuropean Conference on
Artificial Intelligence. Stockholm, Sweden: [s.n.], 1990. p. 123-129.

84



Referéncias Bibliograficas 85

FROIDEVAUX, C.; MENGIN, J. Default logic: A unified view. Computational
Intelligence, n. 31, p. 41-85, 1994.

GELFOND, M.; LIFSCHITZ, V. Stable model semantics for logic programming. In:
Proceedings of the Fifth Logic Programming Symposium. Seattle - USA,: MIT
Press, 1988. p. 1070-1080.

GUREVICH, Y.; SHELAH, S. Fixed point extensions of first order logic. In:
Proceedings of the 26th IEEE Symposium on Foundations of Computer Science.
Portland, Oregon, USA: IEEE, 1985. p. 346-353.

HANKS, S.; MCDERMOTT, D. Nonmonotonic logic and temporal projection.
Artificial Intelligence, n. 33, p. 379-412, 1987.

HEMPEL, C. G. Inductive inconsistencies. Synthese, v. 12, n. 4, p. 439-469,
December 1960.

ISRAEL, D. What’s wrong with non-monotonic logic. In: BALZER, R. (Ed.).
Proceedings of the 1st Annual National Conference on Artificial Intelligence

(AAAI-1980). Stanford, CA: MIT Press, 1980. p. 99-101.

JANHUNEN, T. On the intertranslatability on non-monotonic logics. Artificial
Intelligence, n. 27, p. 79-128, 1999.

JANHUNEN, T. Evaluating the effect os semi-normality on the expressiveness of
defaults. Artificial Intelligence, n. 144, p. 233-250, 2003.

KYBURG, H.; TENG, C. M. Nonmonotonic logic and statistical inference.
Computational Intelligence, v. 22, n. 1, p. 26-51, 2006.

LANGE, S.; GRIESER, G.; JANTKE, K. P. Advanced elementary formal systems.
Theor. Comput. Sci, n. 298, p. 51-70, 2003.

LEVY, F. An A.T.M.S. for Default Theories. Paris, Novembro 1991.

LEVY, F. Computing extensions of default theories. Kruse and Siegel, p. 219-226,
1991.

LIFSCHITZ, V. On open defaults. Computational Logic, p. 80-95, 1990.

LINKE, T.; SCHAUB, T. Alternative foundations for reiter’s default logic. Artificial
Intelligence, n. 124, p. 75-94, 2000.



Referéncias Bibliograficas 86

LUKASZEWICZ, W. Considerations on default logic - an alternative approach.
Computacional Intelligence, n. 4, p. 1-16, 1988.

LUKASZEWICZ, W. Non-Monotonic Reasoning: Formalization of Commonsense
Reasoning. 1*. ed. Nova York: Ellis Horwood, 1990.

MAREK, W.; TRUSZCZYNSKI, M. Normal forms results for default logics. In:
BREWKA, G.; JANTKE, K.; SCMITT, P. H. (Ed.). Nonmonotonic and
Inductive Logic. Londres: Springer Verlag, 1993. p. 153-174.

MARTINS, A. T. C.; PEQUENO, M. C.; PEQUENO, T. Well-behaved idl theories.
Lecture Notes in Artificial Intelligence, n. 1159, p. 11-20, 1996.

MCCARTHY, J. Circumscription - a form of nonmonotonic reasoning. Artificial
Intelligence, n. 13, p. 27-39, 1980.

MCCARTHY, J. Applications of circunscription to formalizing common-sense
knowledge. Artificial Intelligence, n. 28, p. 89-116, 1986.

MCCARTHY, J.; HAYES, P. J. Some philosophical problems from the standpoint
of artificial intelligence. In: MELTZER, B.; MICHIE, D. (Ed.). Machine
Intelligence. Nova York, NY: American Elsevier, 1969. p. 463-502.

MCDERMOTT, D. Non-monotonic logic ii:non-monotonic modal theories. Journal
of ACM, n. 29, p. 33-57, 1982.

MCDERMOTT, D.; DOYLE, J. Non-monotonic logic i. Artificial Intelligence, n. 13,
p. 41-72, 1980.

MERCER, R. E. Using default logic to derive natural language suppositions. In:
GOEBEL, R. (Ed.). Proceedings of the Seventh Biennial Canadian Conference
on Artificial Intelligence. San Mateo, Canada: Morgan Kaufmann, 1988. p.
14-21.

MINSKY, M. A framework for representing knowledge. In: WINSTON, P. (Ed.).
The Psychology of Computer Vision. Nova York: McGraw-Hill, 1975. p.
211-277.

MOORE, R. C. Semantical considerations on nonmonotonic logics. Artificial
Intelligence, n. 25, p. 75-94, 1985.



Referéncias Bibliograficas 87

MOSCHOVAKIS, Y. Elementary Induction on Abstract Structures. Amsterdam:
North-Holland, 1974.

PEQUENO, M.; VERAS, R.; TAVARES, W. Handling exceptions in nonmonotonic
reasoning. In: In Proceedings of the Third Latin American Workshop on
Non-Monotonic Reasoning 2007 (LANMR’07). Puebla - Mexico: [s.n.], 2007.

PEQUENO, M.; VERAS, R.; TAVARES, W. Logica nao monotoénica com prioridade
as excegoes. In: Anais do Congresso da Sociedade Brasileira de Computagao.
Rio de Janeiro, Brasil: [s.n.|, 2007. p. 1192-1201.

PEQUENO, M. C. Defeasible Logic with Exception-First. Tese (Doutorado) —
Department of Computing Imperial College of Science, Technology and
Medicine, 1994.

PERRAULT, C. R. An application of default logic to speech act theory. In: COHEN,
P. R.; MORGAN, J.; POLLACK, M. E. (Ed.). Intentions in Communication.
Cambridge, MA: MIT Press, 1990. p. 161-185.

POOLE, D. L. What the lottery paradox tell us about default reasoning. In: First
International Conferesnde on the Principles of Knowledge Representation and
Reasoning. [S.1.: s.n.|, 1989. p. 333-340.

REITER, R. A logic of default reasoning. Artificial Intelligence, n. 13, p. 81-132,
1980.

REITER, R. Theory of diagnosis from first principles. Artificial Intelligence, n. 32,
p. 57-96, 1987.

REITER, R.; CRISCUOLO, G. On interacting defaults. In:  Proceedings
of International Joint Conference on Artificial Intelligence (7th IJCAI).
Vancouver, Canada: [s.n.|, 1981. p. 270-276.

RISCH, V. Analytic tableaux for default logics. J. Appl. Non-Classical Logics, n. 6,
p. 71-88, 1996.

SANDEWALL, E. Features and fluents : the representation of knowledge about
dynamical systems. Nova York: Oxford University Press, 1994.

SCHAUB, T. Considerations on Default Logic. Tese (Doutorado) — Technische
Hochschule Darmstadt, FB Informatik, FG Intellektik, Alexanderstr, 1992.



Referéncias Bibliograficas 88

SCHWIND, C. A tableau-based theorem prover for a decidable subset of default
logic. Lectures Notes in Computer Science, n. 6, p. 541-546, 1990.

SMULLYAN, R. Theory of Formal Systems. Princeton: Princeton University Press,
1961.

TRUSZCZYNSKI, M. Embedding default logic into modal nonmonotonic logics. In:
International Joint Conference on Artificial Inteligence. Washington, D.C.:

The MIT Press, 1991. p. 151-165.



Livros Gratis

( http://www.livrosgratis.com.br )

Milhares de Livros para Download:

Baixar livros de Administracao

Baixar livros de Agronomia

Baixar livros de Arquitetura

Baixar livros de Artes

Baixar livros de Astronomia

Baixar livros de Biologia Geral

Baixar livros de Ciéncia da Computacao
Baixar livros de Ciéncia da Informacéo
Baixar livros de Ciéncia Politica

Baixar livros de Ciéncias da Saude
Baixar livros de Comunicacao

Baixar livros do Conselho Nacional de Educacdo - CNE
Baixar livros de Defesa civil

Baixar livros de Direito

Baixar livros de Direitos humanos
Baixar livros de Economia

Baixar livros de Economia Doméstica
Baixar livros de Educacao

Baixar livros de Educacdo - Transito
Baixar livros de Educacao Fisica

Baixar livros de Engenharia Aeroespacial
Baixar livros de Farmacia

Baixar livros de Filosofia

Baixar livros de Fisica

Baixar livros de Geociéncias

Baixar livros de Geografia

Baixar livros de Histdria

Baixar livros de Linguas



http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_31/linguas/1
http://www.livrosgratis.com.br/cat_31/linguas/1
http://www.livrosgratis.com.br/cat_31/linguas/1
http://www.livrosgratis.com.br/cat_31/linguas/1
http://www.livrosgratis.com.br/cat_31/linguas/1
http://www.livrosgratis.com.br/cat_31/linguas/1
http://www.livrosgratis.com.br/cat_31/linguas/1

Baixar livros de Literatura

Baixar livros de Literatura de Cordel
Baixar livros de Literatura Infantil
Baixar livros de Matematica

Baixar livros de Medicina

Baixar livros de Medicina Veterinaria
Baixar livros de Meio Ambiente
Baixar livros de Meteorologia
Baixar Monografias e TCC

Baixar livros Multidisciplinar

Baixar livros de Musica

Baixar livros de Psicologia

Baixar livros de Quimica

Baixar livros de Saude Coletiva
Baixar livros de Servico Social
Baixar livros de Sociologia

Baixar livros de Teologia

Baixar livros de Trabalho

Baixar livros de Turismo
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