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Pró-Reitor de Coordenação Acadêmica: Prof. Pedro Cezar Dutra Fonseca
Pró-Reitora de Pós-Graduação: Profa. Valqúıria Linck Bassani
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ABSTRACT

Process and environmental variations are a great challenge to clock network de-
signers. Variations effect on the clock network delays can not be predicted, hence
it can not be directly accounted in the design stage. Clock mesh-based structures
(i.e. clock mesh, clock spines and crosslinks) are the most effective way to toler-
ate variation effects on delays. Clock meshes have been used for a long time in
microprocessor designs and recently became supported by commercial tools in the
ASIC design flow. Although clock meshes have been known for some time and its
use in ASIC design is increasing, there is a lack of good analysis and optimization
strategies for clock meshes. This thesis tackles both problems.

Chapter 1 presents a basic introduction to clock distribution and important def-
initions. A review of existent clock dsitribution design strategies is presented in
chapter 2. A study about the clock distribution architecture used in several micro-
processor and a comparison between mesh-based and pure tree clock distribution
architectures is shown in chapter 3.2. A methodology for enabling and speeding up
the simulation of large clock meshes is presented in chapter 4. The proposed anal-
ysis methodology was shown to enable the parallel evaluation of large clock meshes
with an error smaller than 1%. Chapter 5 presents two optimization strategies, a
new mesh buffer design and a mesh buffer sizing algorithm. The new mesh buffer
design was proposed improving clock skew by 22% and clock power by 59%. The
mesh buffer sizing algorithm can reduce clock skew by 33%, power consumption by
20% with at the cost of a 26% slew increase. At last conclusions are presented on
chapter 6.

Keywords: Clock, Clock mesh, Skew, High performance, Microprocessor, Variabil-
ity.
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1 INTRODUCTION

The clock is the most important signal in any synchronous design. It controls
the instant data is stored inside every sequential element. If clock timing is not
extremely accurate, invalid data can be stored inside sequential elements. The clock
period must be defined in such a way that data will always be ready and stable
before clock edge arrives at the clock sinks.

Figure 1.1 shows the timing parameters that must be considered to safely deter-
mine clock frequency. Assume that TCK(n)′ is clock arrival time at flip-flop A, at
clock cycle n and TCK(n + 1)′′ is clock arrival time at flip-flop B during clock cycle
(n+1). Data propagation time throught flip-flop A is represented by TPFFA. Com-
binational logic delay is represented by TC and flip-flop B setup time is represented
by TSFFB. Clock period, TCLOCK , is defined by equation 1.1.

TCLOCK ≥ TPFFA + TC + TSFFB + (TCK(n)′ − TCK(n + 1)′′) (1.1)

Equation 1.1 represents a lower bound to the clock period. To assure the correct
behavior of a synchronous design it is necessary to guarantee that equation 1.1
is going to be respected for any path connecting any two flip-flops in the design.
Besides that, it is also required that all delays associated to the combinational and
to the sequential logic of the design obey the robustness property (GUNTZEL, 2000)
(i.e. all sequential and combinational delays have to be a safe upper bound for the
actual delays).

As can be seen in equation 1.1 the clock period has to be larger than the se-
quential delays plus the combinational delays plus the difference between the clock

TS_ffb

Tck_(n)’ Tck_(n+1)’’

Combinational Logic

Clock

Data In Data OutD Q D Q

A B

TP_ffa Tc

Figure 1.1: Clock period definition



15

arrival time at the flip-flops A and B for any clock cycle. Since clock arrival time
can change from cycle to cycle due to the effect of environmental variations an upper
bound on the maximum difference between the two arrival times has to be considered
when defining the clock period. Besides accounting for clock arrival time variations
the clock period also has to consider the maximum difference between clock arrival
times at any two flip-flops connected by a combinational path.

The maximum difference between all clock arrival times at sequential elements
input is called clock skew. As discussed above, in order to assure that data will be
ready to be stored when clock edge arrives at a sequential element, it is necessary to
account for the clock skew in the clock period definition. Therefore it is important
to design a clock network in which clock arrival times are almost the same for all
sequential elements, i.e., clock skew is much smaller than clock period.

Clock skew affects not only the clock period definition but also the timing
constraints related to fast paths in combinational logic. Fast paths can cause the
circuit to fail whenever clock skew is larger than the path delay added to the prop-
agation delay of the input flip-flop and to the hold delay of the output flip-flop.
Considering the example illustrated in figure 1.1 the minimum delay allowed to any
path connecting flip-flops A and B is defined by equation 1.2 in which THFFB rep-
resents the hold time for flip-flop B. This condition is also known as race condition
(WESTE; ESHRAGHIAN, 1985). To assure the correct behavior of the design all
race conditions must be satisfied.

TpC ≥ THFFB − TPFFA + (TCK(n)′ − TCK(n + 1)′′) (1.2)

Avoiding race condition is easy since it is necessary only to increase the delay of
paths that violate this condition. (RESTLE et al., 2001) discusses in more details
how to address this problem.

1.1 Definitions

In order to make the comparisons and analysis presented in the next sections
clear some important concepts related to the clock signal timing are defined in
this section. Section 1.1.1 defines how to compute clock arrival times, delays and
transition times. Section 1.1.2 defines the meaning of clock skew and section 1.1.3
defines what clock jitter is. Sections 1.1.4 and 1.1.5 discusses the differences between
process variations and environmental variations and their effects on clock timing.

1.1.1 Clock Timing

In this work the clock arrival time at a given node n, At(n), is given as the time
when the voltage at n reaches V dd/2 during a transition. Arrival times are measured
with respect to the time the simulation starts. Arrival times can be measured during
both, rise and fall transitions, in either case arrival times are measured at V dd/2.

Given a circuit element E with i inputs and a single output, the delay of E
with respect to the input j, j ≥ 0 ∧ j < i, is given by the difference between the
signal arrival time in the output of e minus the signal arrival time in the input j
of e, D(E, j) = At(Eout) − At(Ej). Therefore the delay of E, D(E) is defined as
D(E) = maxjD(E, j) = At(Eout)− At(Ej). Delays can be associated with fall and
rise transitions, a fall delay is associated with a falling transition in the output of
E, while a rise delay is associated to a rise transition.
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Another important timing characteristic of the clock signal is the time it takes
during a transition, this is called clock slew. In a falling transition clock slew at
a given node n, SlFALL(n), is defined as the time when the voltage at n reaches
10% of V dd minus the time it reaches 90% of V dd, i.e., SlFALL(n) = T10% −
T90% | Vn(T10%) = V dd×0.1 ∧ Vn(T90%) = V dd×0.9, where Vn(T ) is voltage at
the node n at the time T . Analogously, the rise slew can be defined as: SlRISE(n) =
T90% − T10% | Vn(T90%) = V dd×0.9 ∧ Vn(T10%) = V dd×0.1. It should be noticed
that the rise slew can only be computed during a rise transition while the fall slew
can only be computed during a fall transition.

1.1.2 Clock Skew

Considering a set containing n instances I = (i0, i1, ..., in) and a set with m clock
sinks S = (s1, s2, ..., sm), a path, p, can be defined as p = (E,F ), where E ⊂ I
and F = (si, sj) | si, sj ∈ S. A circuit C is defined as C = (p1, p2, ..., pn). Let
us define the clock propagation time from the clock source to a clock sink s ∈ S as
D(s). Now consider a function conn(C, si, sj) that is defined as:

conn(C, si, sj) =

{

1 if ∃p⇒ (si, sj) ∈ p | si, sj ∈ S
0 if ¬∃p⇒ (si, sj) ∈ p | si, sj ∈ S

(1.3)

The clock skew, Sk, for a circuit C can be defined as:

Sk(C) = {maxsi,sj
(|D(si)−D(sj)|) | conn(si, sj) = 1 ∨ conn(sj, si) = 1} (1.4)

The definition presented by equation 1.4 means that the clock skew of a circuit
is given by the maximum difference at the clock arrival time at any two flip-flops
connected through some combinational path. Although the circuit topology is fixed
the circuit delays may not be. Since clock skew may change according to process
and environmental variations it is necessary to model its effect on clock delays. To
account for this variation another concept is used, the concept of clock jitter.

1.1.3 Clock Jitter

Clock signal behavior has become extremely non-deterministic due to the effect
of variability sources. The clock jitter concept quantifies the effect of variability
on clock timing behavior. Consider that for a given circuit the clock arrival time
observed at a clock sink A is described by the histogram A Clock Arrival Time
Histogram of figure 1.2 while the arrival time observed for a clock sink B is described
by histogram B Clock Arrival Time Histogram. Comparing both histograms it can
be seen that the smallest and largest arrival times observed are the same for A and B
but histogram A has a higher occurence of values closer to its mean while histogram
B arrival times are further spread away from the mean. If the clock arrival time
variation for clock sinks A and B were modeled only by the minimum and maximum
values observed the information about how the arrival times are spread between the
minimum and maximum values would be lost.

Assuming that the clock arrival time at a given clock sink s is modeled according
to a given Gaussian probability density function (PDF) described by the mean and
standard deviation pair (µ, σ) the jitter at s, J(s), is defined as J(s) = 3 × σ. By
assuming that arrival times are Gaussian distributions and describing jitter as three
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Figure 1.2: Clock arrival time histogram
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times the standard deviation the information regarding how the arrival times are
distributed is preserved and can be precisely retrieved.

Many authors study how to better model the effect of variability sources using
different PDFs. The formal definition of jitter presented above is valid in the scope
of this work only. If arrival times are modeled in any other way than by Gaussian
distributions the definition of jitter may change. In a broader sense, jitter can be
defined as how, and how much the arrival time of a signal changes in respect to
time.

1.1.4 Process Variability

Process variability describes any source of variability that affects the performance
of a chip due to variations in the fabrication process. The effect of process variability
in the performance of ICs has become a major concern for chip designers. If process
variations are not taken into account in early design stages final production yield
will be low.

Process variability has to be accounted in a statistical fashion. Process variability
effects on different circuit parameters are obtained by measuring a set of samples. By
knowing the probability distribution for each electrical parameter value, a chip can
be designed accounting for the effect of process variability on its electrical behavior.
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Figure 1.3 shows the different methodologies used to consider the effect of process
variations in the circuit timing affect the final yield. It should be noticed that the
values presented in the example above are very rough and its only purpose is to
illustrate how process variations should be dealt. By performing a statistical analysis
on the delay distribution of each gate for all the paths, it is possible to compute
the delay distribution for each path in the clock network. The mean for the delay
distribution of a path corresponds to the sum of the mean of the delay distribution
for each gate. The mean value means that there is a 50% chance that the actual
delay of a path will be smaller than the mean and 50% chance it will be greater
than it. Considering the slowest clock path in the clock network, it means that half
of fabricated circuits will present a delay smaller than the mean delay for this path.
The same is true for the fastest path in the clock network. 75% of fabricated circuits
will not properly work because one of these situations will happen:

• The delay of the slowest and the fastest path will be smaller than the mean
delay.

• The delay of the slowest and the fastest path will be faster than the mean
delay.

• The delay of the slowest path will be smaller than the mean delay and the
delay of the fastest path will be faster than the mean delay.

This design strategy represents a large yield loss. One approach to maximize
fabrication yield is to replace nominal gate delays by safe lower bounds and upper
bounds to compute safe delay estimates. Let us assume that for the slowest instead
of using delays of 5 and 4 for the first and second inverters respectively values of
3 and 2 are used. As it was mentioned before it is know that 50% of the times
the first inverter will be faster than 5, therefore, if we assume that the delay of
the first inverter is 3 maybe only 5% of the times the delay of this inverter will be
smaller than 3. The same idea can be applied to the second inverter in the fastest
path. If conservative estimates are added up the final path delay is 5 instead of 9
when nominal values are considered. The analogous procedure can be applied to
the slowest path. The final delay estimates are safe for a great majority of chips but
they are also very conservative and may demand more effort from the chip designer
to meet the timing constraints.

To maximize fabrication yield and reduce the timing analysis pessimism the de-
sign should be analyzed statistically-wise. Instead of adding up conservative gate
delays estimates each path delay should be computed by adding up the PDFs rep-
resenting each gate delay. In the example presented in figure 1.3, if 7 is assumed to
be the delay for the fastest path only 5% of the times this path will present a delay
smaller than 7; while for the slowest path if 17 is used instead of 15 only 5% of the
times this path will present a delay larger than 17. This means than only 9.75% of
the times either the slowest or the fastest paths will present a delay that violates the
estimate. Computing PDFs for circuit delays reduces the timing analysis pessimism
because it accounts to the fact that if a gate was slowed down it can be compensated
by other gates that can get faster due to process variations also. Another advantage
is that statistical analysis allows a much better prediction of yield.
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1.1.5 Environmental Variability

Environmental variations are variations in the electrical behavior of the circuit
elements caused by temperature, crosstalk or voltage variations. This sort of vari-
ation can not be treated in the same way as process variations are. Even events
with a very low probability may happen since they are a result of the environment
variations. Changes in the operating environment can occur at any minute.

Variations in the supply voltage level are the most significant environmental
variation effect affecting the clock network. Supply level variations are caused by the
IR drop effect. When data switches, capacitances are charged by the VDD network
and discharged through GND. In order to charge and discharge the capacitances
current flows through the power supply lines. Since power supply lines are not zero
resistance lines current flowing through their lines causes voltage to drop (for VDD)
or rise (for GND). More details about IR drop effect on clock skew can be found at
(SALEH et al., 2000).

It is necessary to be pessimistic when treating environmental variations. This
is done by analyzing the circuit at different corners. For a set of environmental
parameters E in which E = (e0, e1, ..., en), each corner is a set of values Vk, where
each value corresponds to one environmental parameter. For each set of values
(i.e. corner) V0, V1, ..., Vr, the circuit has to be evaluated. Corner values have to be
carefully chosen to guarantee that after the evaluation of all corners the worst case
scenario was evaluated.

1.2 Motivation

Design of clock distribution architectures for synchronous digital circuits is an
increasing complexity task. As technology advances, scaling allows designing faster
combinational blocks. (MEHROTRA; BONING, 2001) shows that process and en-
vironmental variations are responsible for increasing clock skew in comparison to
clock period. It is shown that clock skew due to variations divided by clock pe-
riod almost doubles from a 180nm technology to a 50nm technology. Since delay of
combinational blocks and delays related to the synchronous circuitry are decreasing,
clock frequencies are becoming more dependent on the skew of the clock distribution
architecture.

Besides process and environmental variations influence, other aspects contribute
to the increasing importance of reducing the clock skew such as:

• Area increase: Chip area is rapidly increasing in relation to the transistor
dimensions. As the chip area increase more resources are needed to route the
clock to all sequential elements (e.g. more buffers need to be added, wire
lengths increase). Therefore the clock distribution architecture becomes more
sensitive to variations and harder to be tuned.

• Design complexity: Increase in the complexity of the designs demands precise
engineered clock architectures. New designs often use more than one clock
frequency. Macros used in the design usually represent an obstruction to clock
lines. As the number of macros increases the complexity to route the clock
lines with a small skew also increases.
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• New effects: Clock frequencies are increasing to gigahertz scale. Some ef-
fects that could be safely overlooked for smaller frequencies must be taken
into account now (e.g. inductance and transmission line theory (THOMSON;
RESTLE; JAMES, 2006)).

Another important aspect in the design of clock architecture is power consump-
tion. (GRONOWSKI et al., 1998) shows that 40% of the total circuit power can
be spent on the clock distribution. In more recent microprocessor designs the to-
tal amount of power consumed by the clock network is about 25% (ALIMADADI
et al., 2008). Power constraints are becoming tighter. Design strategies such as
clock meshes or clock spines can distribute a low skew clock signal by the cost of
a high power consumption. This sort of approach may not be suitable in a near
future where clock power consumption has to be minimal. Solutions for reducing
power dissipated by the clock architecture without affecting its performance must
be further researched.

Although clock meshes are becoming more present in high performance designs
we can observe a lack of optimization and analysis techniques for clock meshes.
The current techniques for low power clock distribution designs target at tree-based
distribution and can hardly be applied to clock meshes. Besides, clock mesh analysis
is very costly due to its long electrical simulations times. In order to develop any
optimization technique for clock meshes it is necessary first to develop an accurate
and efficient analysis methodology. By reducing clock mesh power consumption and
making it easier to be characterized we expect to widen the range of designs in which
clock meshes can be applied.

1.3 Thesis Proposal

This thesis presents solutions to analyze and optimize clock meshes. In chapter
2 several design strategies used in clock networks are discussed. In chapter 3, the
clock distribution architectures used in the latest microprocessor designs are pre-
sented. A comparison between clock meshes and clock trees is also provided. Both
studies motivate the use of clock meshes as a way to design variability tolerant clock
distributions.

In order to optimize clock meshes we must first analyze them. Chapter 4 offers
a simple methodology to enable the analysis of large clock meshes through elec-
trical simulation. Related works are also studied and compared to the proposed
methodology.

Two independent optimization techniques are presented in chapter 5. One tech-
nique proposes a new design for clock mesh buffers reducing power consumption and
improving clock skew by a large factor. The second technique proposes a clock mesh
buffer sizing algorithm that improves power and clock skew with a minimum penalty
on clock slew. Other clock mesh optimization techniques present in the literature
are also presented. However, the optimization techniques proposed in this work are
fundamentally different from all other mesh optimization techniques. We propose
to optimize the clock mesh considering the timing of the clock network driving the
clock mesh while the other methodologies optimize the clock mesh assuming that
the clock signal arrives at the clock mesh times perfectly synchronized.

At last, in chapter 6 we present some concluding remarks and discuss about the
future directions of this work. In summary, the main contributions of this work are:
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• To summarize a clock distribution scheme for microprocessors. A large set
of microprocessor clock distribution architectures was studied. The details
for each clock distribution scheme were reported in chapter 3. Section 3.3
summarizes the most significant characteristics of each microprocessor clock
distribution by describing a generic clock distribution for microprocessors.

• To compare skew mesh-based clock distribution architectures to a pure tree
clock distribution. Section 3.2 compares the clock skew and power consump-
tion among a pure mesh architecture, two hybrid architectures and a pure tree
clock distribution. This study allows us to notice the effectiveness of clock
meshes in reducing clock skew.

• To propose a simple and effective methodology to enable large meshes electrical
simulation. Section 4.2 describes the proposed methodology to simulate large
clock meshes. This was the first work to address this problem. Related works
later proposed are described and discussed in section 4.3.

• To propose two new strategies for clock mesh optimization. Previous work
has been done on clock mesh optimization, but current mesh optimization
techniques optimize clock meshes assuming that a perfectly synchronized clock
signal is applied to the clock mesh. The two mesh optimization strategies
described in chapter 5 are the first ones to address the problem of clock mesh
optimization considering the different clock arrival times at the mesh buffers.

The work related to the architecture evaluation study presented in section 3.1
and related to the proposed analysis methodology in chapter 4 were developed while
the author was on an intership at Fujitsu Laboratories of America and were de-
veloped in coperation with other authors. The author of this thesis has worked,
more specifically, on the evalution study of the TLM architecture reported in sec-
tion 3.1.1.3 and on the study of the effect of the border used to increase the accuracy
of the SWS methodology reported in section 4.2.3. The main contribution of this
thesis relies on the optimization methodologies proposed in chapter 5.
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2 CLOCK DESIGN STRATEGIES

Clock distribution has always been an issue for IC designs. Due to this fact,
several strategies to address the problem of delivering a high performance clock
signal respecting power constraints were developed. In this chapter some of these
techniques are presented. The first section presents techniques that tackle at increas-
ing robustness of clock distribution network to noise sources. Section 2.2 presents
techniques to reduce clock power consumption. Section 2.3 presents different clock
routing topologies. The last section, 2.4, presents architectural level techniques to
improve the clock network performance.

2.1 Reliability

Clock is the most important signal in any synchronous design. Any glitch in
the clock signal can cause many sequential elements to store corrupted data. Clock
designers must guarantee that clock is glitch free. Technology scaling increases
design sensitivity to noise source due to the increase in the coupling capacitances
and decrease of supply voltage levels. This section address techniques to prevent
noise sources to affect the correct behavior of the clock signal.

2.1.1 Shielding

Clock lines must be protected from crosstalk noise. Crosstalk can either speedup
or delay the clock signal or even cause a glitch. When two aggressors, the clock wire
and a neighbour wire, are switching to the same final value, both signals are going
to be sped up. If they switch to opposite values, they will get delayed. When clock
is steady, if coupling capacitance is strong enough, a crosstalk aggressor can cause
a glitch in the clock wire (victim) as illustrated by figure 2.1.

The best way to protect clock signal from crosstalk aggressors is by shielding
it. Shielding relies on adding wires connected to ground or V dd to protected sig-
nal’s neighbor tracks. Usually shield wires are added only in the same layer as the
protected signal’s layer.

Top and bottom layers are usually not shielded. Multi metal layer designs usually
adopt a routing strategy in which every metal layer follows a preferred orientation,
except for metal 1 layer. If metal 2 allows only vertical wires metal 3 will allow only
horizontal wires, in such a way there will be no neighbor layers following the same
orientation. Coupling capacitance between nets on different metal layers is minimal
since they are not running in the same orientation. Coupling capacitance between
metal 1 and metal 2 layers is also minimal. Although metal 1 allows wires to be
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Figure 2.2: Routing management for different metal layers

added with any orientation those wires are very short since metal 1 layer is used
only for internal cell connections.

Figure 2.2 shows how the routing layers orientation management affects para-
sitic capacitances. The intersection between wires on different layers is minimal.
Coupling capacitance between nets on different layers is not important for crosstalk
effects. Unless all aggressors switch in the same direction at the same time they will
not affect a victim on a different layer. Neighbor wires on the same layer can have
a large coupling capacitance since they can be side by side for a long distance. For
these reasons, the capacitance Cii illustrated in figure 2.2 is much larger than Cii±1
and therefore shielding can be performed only within the same layer. If shielding
were performed also on top and bottom layers, the routability on those layers would
be severely affected.

Shielding is usually applied on the higher branches of clock networks. It can lead
to a huge resource utilization penalty if applied to the whole clock network.

2.1.2 Differential Signaling

Differential signaling relies on sending a signal through the voltage difference
in a pair of wires. This approach protects the signal against crosstalk and allows
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the signal to be transmitted using a reduced voltage swing. The differential pair is
routed side by side. The differential signal needs to be converted back to a single
ended signal before reaching the flip-flops. Usually only the higher branches of
the clock network are protected by this technique since each sink of the protected
portion of the clock networks requires a differential to single ended converter. The
closer to the flip-flops a differential signal is taken higher is the number of converters
required, increasing the overhead associated to this technique.

By encoding the information in the voltage difference of a pair of wires any noise
source affecting both wires of the differential pair would be filtered. Only when
a single wire of the differential pair is affected noise can be observed. Figure 2.3
illustrates both situations.

Shielding is still desired since any aggressor in the same layer would affect mostly
a single wire in the pair. The increased protection against noise allows the voltage
swing to be reduced, reducing power consumption. This technique does not nec-
essarly improves power since differential voltage repeater and differential to single
ended converters consume more power than an inverter.

2.2 Low Power

Keeping clock power consumption within its budget is an increasing complexity
task. The clock frequency increase linearly increases clock power consumption. At
the same time, electronic market demand for low power products is pushing ASIC
power consumption down. For many current designs, power constraints have become
more important than timing constraints. This section presents two techniques used
to reduce clock power consumption.

2.2.1 Clock Gating

Clock gating consists in freezing the clock signal for regions of the chip that
are not being used. Regions where clock is frozen are said to be on sleep mode.
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When clock is not switching dynamic power consumption is reduced to zero since
no transitions occur in these regions. Clock signal can be set either to zero or one in
sleeping regions. All regions in sleep mode are unable to process any data. Sleeping
regions are able to restore all information stored in sequential elements after exiting
from sleep mode.

Since a large part of dynamic power consumption comes from the clock network
itself, gating clock close to the clock root saves more power than gating it close to
the clock sinks. It should be noticed that enable signal timing must be respected
when deciding in which stage clock is going to be gated. The closer to the root
clock signal is gated, shorter is the time for enable logic to be stable. Figure 2.4
demonstrates how moving clock gaters towards the clock root compromises enable
signal timing. In this example clock gaters can not be added above stage c) since
enable signal would only be captured in the next clock cycle from this point on.

Besides respecting timing constraint, clock gater cells must be glitch free. Enable
signal glitches should not propagate to clock lines, since clock glitches cause the
circuit to fail. A possible way to prevent enable signal glitches to propagate through
the clock gater is by adding a negative level triggered latch as illustrated by figure
2.5. When clock is at level ′0′ the gater output is set to level ′1′. When clock is at
level ′1′ the gater output will be determined by the value stored in the latch.

2.2.2 Reduced Swing

One effective way to reduce clock network power consumption is by reducing
capacitance charge/discharge power consumption. Equation 2.1 shows how capaci-
tance charge/discharge power is computed

P = f × CL × V dd× V s (2.1)
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where f is the switching frequency, CL is the load capacitance, V dd is the supply
voltage and V s is the output swing of the buffers.

The most effective way to reduce power consumption according to equation 2.1
is by reducing V dd, since V s is a fraction of V dd and most often V s = V dd. By
reducing V dd dynamic power consumption is reduced quadratically. Dynamic power
consumption could be reduced in a linear fashion by reducing only V s.

Changing supply voltage and voltage swings for all elements in a chip would
heavily affect timing characteristic. A better approach is to change V dd and V s
only for the clock distribution network. Since clock sinks are not going to be af-
fected by the voltage reduction it is necessary to convert clock back to the standard
voltage swing before sinks are reached. (PANGJUN; SAPATNEKAR, 2002) and
(IGARASHI et al., 1997) assume that the best approach to minimize clock power is
to design most of the clock network within the low power region, i.e., voltage swing
is reduced at clock root and restored only before reaching clock sinks. This solution
is optimal if power consumption at voltage converters is equivalent to a single in-
verter power consumption. Adding voltage swing converters in the last stage of the
clock distribution maximizes area and power overhead introduced by voltage swing
converters since the last level of the clock distribution requires more drivers than
any other level of the clock network.

As discussed above, there are two distinct ways of reducing voltage swings in
the clock network. It can be reduced either by reducing V dd for all the elements
in the clock network or only by reducing the voltage swing without changing V dd.
Although using different vdds, V ddh and V ddl, for the clock network and for the
rest of the chip can save more power, it adds design complexity since another power
signal must be distributed over the chip and low V dd clock cells can only be placed in
the regions where V ddl is available. It should also be noticed that reducing voltage
swing of any signal makes it more sensitive to noise.

2.2.2.1 Multiple Supply Voltages

Using multiple supply voltages allow a low power consumption in low V dd re-
gions. Low V dd regions power consumption is reduced quadratically with respect
to the V dd reduction. Assuming that a region that was initially connected to V ddh
is now connected to V ddl, where V ddl = 0.9× V ddh, the dynamic power reduction
in this region should be in the order of 0.92 (i. e. 19% reduction from a 10% V dd
reduction).

The design of a V ddh to V ddl converter is straightforward, it consists of a regular
inverter supplied by V ddl. V ddl buffers are regular inverters in which V T is adjusted
to the new supply voltage values. The design of the V ddl to V ddh converter is
more complex. Its design is illustrated by figure 2.6. This approach was used in
(IGARASHI et al., 1997).

2.2.2.2 Reduced Voltage Swing

Conversion from a full swing signal to a reduced swing signal is done by a reduced
swing driver. In order to prevent huge delays introduced by interconnection RC,
reduced swing buffers are required. Reduced swing buffers receive a reduced swing
signal in its input and transmit a reduced swing signal in the output. Since clock
sinks require a full swing signal, a reduced swing receiver is required to convert clock
signal from a reduced swing back to a full swing.
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Figure 2.6: V ddl to V ddh converter
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Figure 2.7: Reduced swing driver, buffer and receiver

Figure 2.7 presents the design of all the elements required by the reduced swing
clock scheme. The reduced swing driver illustrated in the figure was presented
in (HANAFI et al., 1992), the reduced swing receiver was presented in (ZHANG;
RABAEY, 1998) and the reduced swing buffer was proposed in (PANGJUN; SAP-
ATNEKAR, 2002).

2.3 Routing Topologies

Clock skew, power consumption and tolerance to variations is extremely depen-
dent on the clock routing. Clock routing has the complex task of equalizing the
delays from the clock source to each clock sink. At the same time, the longer is the
clock routing the higher the power consumption, clock skew and sensitivity to varia-
tions are going to be. Usually different routing strategies are used in different levels
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clock source

Figure 2.8: Htree example

Figure 2.9: Fishbone routing connecting clock sinks to htree sink

of the clock distribution. Each routing strategy presents advantages and disadvan-
tages. The routing strategy has to be selected according to the constraints of each
design. This chapter presents five of the most commonly used routing strategies and
discusses the advantages and disadvantages of each one.

2.3.1 Htree

An htree is a symmetric tree in which wire length from any sink to the root is
the same. Figure 2.8 is an illustration of an htree topology. This figure shows a
topology in which the clock signal is driven from a central location to multiple clock
sinks. Since the clock pin may not be located in the center of the chip it is necessary
to route the clock from the clock pin to the center of the htree.

The total number of sinks in a htree is usually much less than the total number
of clock sinks connected to it. Clock sinks are directly connected to the htree sinks
using a fishbone structure, as shown by figure 2.9.

An htree necessarily presents a homogeneous sink distribution in the X and Y
axis. Htree can be used to drive the clock signal directly to the flip-flops or to the
inputs of a mesh. Although wire lengths are equalized by the htree structure, buffers
must be carefully inserted and sized in order to keep skew small. Wire widths can
also be changed either to compensate different loads driven by each branch or to
satisfy electro-migration rules. In both cases the larger the load driven is larger the
wire width should be.

Htree is highly vulnerable to process and environmental variations since varia-
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Figure 2.10: Htree vs xtree example (FRIEDMAN, 2001)

tions may unbalance the delays on the different branches of the htree. Htrees are
most often applied to ASICs due to its performance limitations. Still, some mi-
croprocessors claim to use a clocking scheme based on htrees without using clock
meshes, such as, (ANDERSON; WELLS; BERTA, 2002) and (TAM; LIMAYE; DE-
SAI, 2004).

2.3.2 Xtree

The xtree architecture is analogous to the htree architecture. Both, xtree and
htree present the same wire length from the root to any sink, the difference between
them is that the xtree uses 45 degree connections, as shown by figure 2.10. This
architecture can be found in the Alpha 1.2GHz microprocessor (JAIN et al., 2001).

The main advantage offered by this architecture compared to the htree is the
reduction of total wire length due to 45 degree connections. The wire length reduc-
tion comes from the fact that in a square shape with a side length equal to s, the

diagonal length (45 degree line) is given by s×
√

(2) while the Manhattan distance
between the opposite corners is given by s× 2. By reducing the total wire length a
smaller power consumption and smaller clock skew are expected to be achieved.

2.3.3 Clock Routing

Clock net requires a very special sort of routing to minimize clock skew. Instead
of reducing wire lengths clock routing should try to match, as close as possible,
latencies from the root to all sinks. A simple way to do that is by using patterns to
equalize the wire length from the clock root to all sinks (e.g. htree and xtree).

Htrees are very easy to build but it presents two major drawbacks, the wire
length overhead and the mismatch between htree sinks locations and clock sinks
locations. An htree distributes the clock signal to a symmetrical array of buffers
that may not match the actual clock sink locations. Extra routing must be added
to connect clock sinks to htree sinks, which may increase clock skew.

This section presents two methods to route the clock network from the clock root
to the clock sinks with close to zero skew and reduced wire length.

2.3.3.1 Method of Mean and Medians (MMM)

The method of mean and medians (MMM) was firstly presented in (JACKSON;
SRINIVASAN; KUH, 1990). It can greatly reduce clock skew in comparison to a
minimum spanning tree routing and it is also better than an htree for asymmetric
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c)b)a)

Figure 2.11: MMM algorithm example

b)a)

Figure 2.12: Clock tree with a a) vertical cut and b) horizontal cut

distributions of clock sinks.

The idea of this algorithm is conceptually simple. Given a distribution of clock
sinks, the center of mass of this distribution is computed. The distribution is then
divided into two parts by a line crossing at the center of mass either horizontally or
vertically. The centers of mass for the two new sink distributions are computed and
then connected to the center of mass of the former distribution. This algorithm is
executed recursively until each sink distribution is composed by a single sink.

Figure 2.11 illustrates an example of how the algorithm works. In a) the distri-
bution is divided vertically by a line crossing the center of mass. In b) the center of
masses for the two new distributions are computed. The centers of mass of the new
distributions are connected to the center of mass of the former distribution. The
distribution on the left was divided horizontally. The final routing is shown in c).

Deciding whether a set of sinks is going to be divided vertically or horizontally
is an important step in this algorithm. Figure 2.12 shows how performing a vertical
or a horizontal cut can produce different clock routings. The author in (JACKSON;
SRINIVASAN; KUH, 1990) proposes a one level look-ahead strategy to decide which
cut should be performed. A horizontal cut followed by a vertical cut is performed,
then a vertical cut followed by a horizontal cut is performed. The cut direction that
produces the smallest clock skew is chosen.

This algorithm present a O(n log n) complexity, where n is the number of sinks
in the clock distribution.
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Figure 2.13: Construction of a merging segment

2.3.3.2 Deferred-Merge Embedding (DME)

The deferred-merge embedding (DME) algorithm is able to generate a zero skew
clock tree with minimum wire length. It was proposed in (BOESE; KAHNG, 1992)
and in the following years many improvements were proposed to this algorithm. This
algorithm requires the clock network topology to be previously defined. It finds the
optimal routing for the defined topology.

The DME algorithm is divided into two phases, a bottom up phase in which
the location of the internal nodes in the clock network are replaced by lines which
represent all possible locations, and a top-down phase in which the clock root is
fixed and all the internal node locations are fixed thereafter.

Figure 2.13 shows how a merging segment is constructed when two sinks are
merged. If wire lengths need to be matched the merging segment is computed by
the intersection of the Manhattan circles with radius r′ and r′′, where r′ equals to r′′

which is equal to half of the Manhattan distance between nodes A and B. The same
process can be applied when, instead of clock sinks, two segments are merged. In
this case, the radius of each Manhattan circle is given by the minimum Manhattan
distance between both segments.

After all the internal node positions were deferred and merged, the position of the
clock root is embedded. When the position of a node is fixed the merging segments
connected to that node are going to be restricted by this node location. Figure 2.14
illustrates how the set of possible positions to a node is restricted when a position
is embedded for its parent. Segment C was built from the merging of segment A
and B. When position of C is chosen to be the black dot, the possible positions for
A and B are restricted.

The DME algorithm can be modified to, instead of equalizing wire lengths, equal-
ize Elmore Delay values. This algorithm presents a linear complexity in terms of
number of nodes in the clock network.

2.3.4 Clock Spine

A clock spine is a wire, usually wide, used to take the clock signal from a clock
driver across the chip in one dimension. It can be used to deliver the clock to the
root of one or several local clock trees. Clock spines are a simplification of a clock
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Figure 2.14: Position embedding

mesh, it can be described as a one dimensional clock mesh. Processors such as Intel’s
Pentium III (SENTHINATHAN et al., 1999) and Pentium 4 (KURD et al., 2001)
(KURD et al., 2001) use clock spines.

In the design of the clock distribution for the Pentium 4 microprocessor (KURD
et al., 2001)(KURD et al., 2001) three clock spines are used. At each clock spine
a different binary tree is connected and each binary tree drives a different clock
domain.

Figure 2.15 illustrates the three clock spines used in the Pentium 4 design. The
clock spines are represented by the white lines crossing the chip in a west-east
fashion. Clock spines present a small skew due to the low resistance of its lines. By
adding a low skew clock trunk the distance between any clock sink and the clock

3 CLOCK SPINES

Figure 2.15: Pentium4 Clock Spines (KURD et al., 2001)
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Figure 2.16: Mesh architecture example

source is reduced. The total clock skew is also smaller.

Clock spines are not tree-like topologies since it adds cycles to the clock network.
Power consumption may be in the same order as a clock mesh with the same number
of drivers.

2.3.5 Clock Mesh

A mesh is a grid composed by wires to which the sequential elements are directly
connected. Figure 2.16 illustrates a mesh being driven by a clock source and some
elements connected to the mesh wires. Meshes are widely used in the design of the
clock distribution for microprocessors (BAILEY; BENSCHNEIDER, 1998), (TAM;
LIMAYE; DESAI, 2004), (KURD et al., 2001), (TAM et al., 2000). Reconvergent
paths created by the mesh structure are able to smooth out the difference between
the clock signal arrival times at the mesh inputs. Since reconvergent paths may
produce short circuit currents between the mesh drivers, they are, along with the
high capacitance associated with the mesh wire structure, responsible for the higher
power consumption in comparison to tree-like clock networks power consumption.

Clock meshes are usually represented as a regular and homogeneously distributed
set of vertical and horizontal wires. Figure 2.17 presents the clock mesh designed
for a 600-MHz Alpha processor (BAILEY; BENSCHNEIDER, 1998) which shows
that meshes are not always regular and homogeneous. The mesh wire density can
be tuned to reduce the skew over the most critical regions in a chip.

Mesh buffers are inserted at the mesh grid nodes (i.e. the connection between
a vertical and an horizontal line). Mesh performance and power consumption are
highly related to the characteristics of mesh buffers. A large number of mesh buffers
usually means a high performance and high power consumption. The most straight-
forward approach to mesh buffer insertion relies on inserting a mesh buffer on every
mesh grid node. Mesh buffers can be sized according to any fanout rule, the only
constraint for a good performance is to use the same sizing rule to all mesh buffers
in a mesh, so that mesh buffer delays are equalized.



34

Figure 2.17: Mesh for 600-MHz Alpha Microprocessor (BAILEY; BENSCHNEI-
DER, 1998)

2.4 Architectural Strategies

This section discusses strategies to plan the design of the clock network in a
higher level. This is done by dividing the clock network into stages and domains. The
idea of this methodology is to provide high performance only where it is required. A
design to improve the performance between different clock domains is also presented
in this section also.

2.4.1 Clock Domains

When a single clock signal is distributed, clock domain definition is related to
the regions within which clock signal requires a higher synchronization. Hierar-
chy present in chip designs demands a very small skew within the same functional
block, while constraints on the clock signal are usually more relaxed regarding the
synchronization between two different functional blocks.

A low skew clock signal within a functional block is usually achieved using clock
meshes. Synchronization between two distinct blocks is done by using a balanced
clock tree and by applying some deskew methodology as presented in section 2.4.2.

Figure 2.18 illustrates an example of a design containing multiple clock domains.
In this figure, the clock signal is driven through a tree-like (i.e. no loops) clock
distribution architecture until different domains are reached. A deskew buffer com-
pensates different arrival times at the sinks of the top level distribution. Clock is
then driven from the deskew buffers to flip-flops through another tree-like structure.
A clock mesh is added in the sinks of each domain to compensate for inter-domain
skew.
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Figure 2.18: Clock Domain Definition

2.4.2 Deskew

Reduced clock skew values are often achieved by using balanced clock trees,
applying load matching techniques using dummy devices or by increasing or reducing
the length and width of clock lines. None of these techniques is able to compensate
skew caused by process variations since it is not possible to predict the actual effect
of process variations on the electrical characteristics of the circuit. To account for
the effect of process variations during a local path tuning would require a post-
fabrication analysis of process variations effects over the clock distribution.

Deskewing design methodologies tackle at post-fabrication tuning of the clock
distribution. Deskewing process must be automatic or semi-automatic otherwise it
would become impractical. Existent techniques can be divided in active techniques
or fuse-based techniques. The first group refers to approaches that are constantly
calibrating the delay of the clock structure while the former refers to approaches
where a single calibration is performed after the circuit fabricated.

Deskewing methodologies are widely used in microprocessor designs (TAM et al.,
2000), (KURD et al., 2001) and (TAM; LIMAYE; DESAI, 2004). The deskew
process is performed using a variable delay buffer, which may be calibrated according
to the process variations influence on the chip design. In (GEANNOPOULOS;
DAI, 1998) a variable delay buffer is proposed. Figure 2.19 illustrates the proposed
buffer. The clock signal is delayed by two inverters on whose outputs a variable
load is connected. The load connected to the output of each inverter is controlled
by transmission gates connected to a PMOS and a NMOS transistors. According to
the values stored in the Delay Control Register a different set of capacitances will be
connected to the output of each inverter. The loads should be equally distributed
between the first and the second inverters in order to equalize the duty cycle and
fall/rise delays. In (GEANNOPOULOS; DAI, 1998) ten stages of load are used in
the output of each inverter. Loads are controlled by a 20 bit register, in which the
logic value ’1’ represents that the load is connected to the output of the inverter.

Deskew is usually performed between different clock domains. Within a single
domain, clock signal is deskewed by a clock mesh. Deskew buffers are the only
alternative available today in the literature to smooth out process variations effect
on the skew between two different clock domains. The number of deskew buffer is
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Figure 2.19: Variable delay clock buffer

Figure 2.20: Active deskew scheme (TAM et al., 2000)

proportional to the number of clock domains.

2.4.2.1 Active deskew

Figure 2.20 illustrates the active deskew scheme. The clock signal on the mesh
lines is compared to a reference clock. The phase difference between both is com-
puted by the local controller and a new control signal is generated and passed to
the variable delay buffer.

The phase detection is done according to the circuit represented in figure 2.21.
The phase difference between both clock signals is detected by the phase detector
block. During the enable signal generated by a counter block, the phase difference
is forwarded to a digital low-pass filter. The low-pass filter removes any phase
comparison noise. In the circuit presented in figure 2.21 the variable delay buffer is
updated at every 16 clock cycles.

2.4.2.2 Fuse-based deskew

In a fuse-based approach, tuning of variable delay structures is performed only
once. The 20-bit delay controller is configured by fuses. The benefits of the fuse-
based deskew methodology in comparison to an active approach rely on the sim-
plicity of implementation. By configuring a single time the delays at variable delays
buffers, it is not necessary to include in the circuit the phase detection and correction
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Figure 2.21: Adjustable delay block controller (TAM et al., 2000)

circuitry.
The fuse-based methodology has been presented in (TAM; LIMAYE; DESAI,

2004) and it was used in the design of the Itanium 2 R© microprocessor.
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3 CLOCK ARCHITECTURES REVIEW

This chapter presents a study on the impact of using different clock distribution
architectures and optimization techniques on the final clock distribution performance
and power consumption. Section 3.1 presents a study comparing a mesh-based
clock distribution scheme to a tree-based clock distribution. Section 3.2 presents
a bibliographic study about the clock architecture of several microprocessors. The
design strategies used to achieve the high performance required without degrading
power consumption are discussed. On section 3.3 a general clock distribution scheme
for microprocessors derived from the bibliographic study is presented.

3.1 Clock Distribution Architectures: A Comparative Study

Chapter 2 has presented different strategies for the design of clock networks
and discussed its advantages and disadvantages. This section presents a detailed
comparison based on electrical simulation experiments between different clock ar-
chitectures. The focus of this comparison is to study the design trade-offs between
tree-based and mesh-based clock distribution architectures. This work was previ-
ously published in (YEH et al., 2006). This work was developed in comperation
with other authors, the contribution of the author of this thesis in this study was in
the evaluation of the Tree + Local Meshes architecture.

3.1.1 Target Architectures

We have investigated four different clock distribution architectures, a single mesh
architecture, a pure tree architecture and two hybrid approaches mixing tree and
meshes. A brief description of each architecture is given below.

3.1.1.1 Mesh

A single mesh architecture is an architecture that has a global clock tree driving
a clock mesh to which sequential elements are directly connected. This architecture
is explained in section 2.3.5. In this study the clock meshes were characterized by
their size, m×n, where m is the number of rows and n is the number of columns.

3.1.1.2 Tree

A pure tree clock distribution can use an htree, and xtree or a specific routing
algorithm to distribute the clock from a source to the clock sinks. In this study an
htree routing, as described in section 2.3.1, is assumed.
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Figure 3.1: MLT architecture example (YEH et al., 2006)

3.1.1.3 Hybrid

Two hybrid configurations were evaluated.

1. Mesh + Local Trees (MLT): A single clock mesh driven by a global tree is used
to drive the clock signal to the different regions of the chip. Connected to the
clock mesh local clock trees are used to drive the clock signal from the mesh
to the clock sinks. A simpler version of this architecture was studied in (SU;
SAPATNEKAR, 2001). This architecture is illustrated in figure 3.1.

2. Tree + Local Meshes (TLM): In the TLM architecture the clock sinks are
divided into different domains. A single clock tree is adopted for the global
distribution. Each clock sink domain is driven by a different clock mesh to
which the clock sinks are directly connected. Figure 3.2 represents this ar-
chitecture. More details about this architecture can be found in (WILKE;
MURGAI, 2007).

Although more hybrid architectures could be evaluated we believe that focusing
our study in those two architecture is enough to understand the design trade-offs
related to the clock distribution choices.

3.1.2 Target Chip Specification

During this evaluation study we have used three benchmark circuits, D1, D2
and D3, to perform our experiments. D1 and D2 are dummy designs while D3
is an actual industrial design. Table 3.1 summarizes the characteristics of each
benchmark circuit. All three circuits were designed using Fujitsu’s 11µm technology.
The nominal supply voltage used was 1.2V . The experiments were simulated in the
nominal temperature of 55oC.

For our experiments we have extracted the actual location of each flip-flop in
the design. The clock network model wwas generated assuming that there were no
placement or routing obstructions. A single clock domain was assumed also. We
have modeled the clock network wires using metal 6 and metal 7 for the global
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Figure 3.2: TLM architecture example (YEH et al., 2006)

Table 3.1: Test chip statistics

Circuit #gates #FFs area FF-spanned
(mm2) area (mm2)

D1 536.5K 16.75K 5×10 0.8×6.67
D2 1016.6K 39.16K 5×10 2.23×9.62
D3 7659.6K 287.39K 16×16 12.03×14.63

clock tree and for the clock mesh and using metal 1 to metal 4 to model the local
connections. The clock source was assumed to be in the center of the chip.

We have imposed a maximum slew constraint of 15% of the clock period, in this
case a clock frequency of 1GHz was selected, therefore the maximum slew allowed is
150ps. An electromigration constraint was imposed limiting the maximum current
flowing through a wire with a given width. This constraint was derived from the
technology specifications. The target skew for our clock network is 0ps.

3.1.3 Experimental Set-Up

Each of the target architectures was evaluated through electrical simulation.
The electrical model for wires was derived from a sample layout; capacitances val-
ues were extracted using Calibre xrc; resistances were calculated from technology
specifications, and inductance values were estimated using Raphael.

It was assumed that the clock wires have parallel two-sided shielding. It was also
assumed that all the tracks crossing the clock wire in the above and below metal
layers were occupied. This assumption can be fulfilled by inserting fill-in metal in
empty tracks. Accurate inductance computation is enabled by the ground shield
running next to the clock wire.

For each architecture we have developed software for designing the clock distri-
bution network using the technology information (e.g., capacitance, resistance and
inductance values per unit lenght) and clock design rules. The software accepts
certain parameters from the user. For instance, for the mesh architecture, in ad-
dition to the chip dimensions, flip-flop locations and technology information, the
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Figure 3.4: 3-π model for interconnect

designer supplies mesh size, technology rules (e.g., value of l for interconnect model,
as described below) and design rules (e.g., mesh buffer sizing rule). We performed
experiments with several values of these parameters and determined the best values
before comparing with other architectures. For the given technology, we also derived
rules for optimum buffer sizing and spacing to minimize latency and power. These
rules are used in synthesizing a clock network that has close to optimum latency
and power.

In general, the intent in the synthesis tool was not to generate absolutely the best
clock network with minimum latency, skew and power by optimizing the topology,
wire widths and buffer sizes and locations, since this can be a huge undertaking.
Instead, generating close to the best network sufficed, since common features shared
by different architectures (such as the global tree) are synthesized using the same
algorithm, which is sufficient for our comparative study.

We also developed analysis software that generates SPICE netlists for the clock
network, runs circuit simulators HSPICE and HSIM (Synopsys) on these netlists for
timing analysis, and reports latency and skew values for the FFs. To generate the
SPICE netlists, we used accurate models of buffers and interconnect in the clock
network. For interconnect with length less than l = 100µm, we use a single-π RLC
model (figure 3.3. Otherwise, we use a 3-π model, as shown in Figure 3.4. Such a
rule was shown to have less than 0.5% delay error as compared to a golden 4-π or
5-π model (WILKE; REIS; MURGAI, 2004).

We evaluate architectures using the following metrics.

1. Clock latency: Latency is the time taken by the clock to arrive at a FF from
the root. We would like to minimize latency, since it has a direct impact on
timing uncertainty and jitter.

2. Maximum skew: The difference between the maximum and minimum latency
over all the FFs. Minimizing the maximum skew is important, since in a fixed
clock cycle, it limits the maximum delay in a path.

3. Maximum timing uncertainty: The clock timing uncertainty is defined as the
deviation of the clock edge timing at FFs from the expected or nominal value
due to parameter variations. As described in Section 3.1.2, our analysis in-
corporates the following sources of variations: Process (P) variations, supply
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voltage (V) variations, temperature (T) gradients, and crosstalk noise (X).

4. Power consumption: We use CVdd
2f to compute the power dissipated in the

clock network, where C is the capacitance of the clock network, Vdd is the
power supply, and f is the clock frequency. This computation ignores the
short circuit power dissipation in the clock mesh. The short circuit power in
the mesh should be negligible, otherwise mesh short circuit power should be
considered. Power dissipated in the clock network is also used as an indicator
of area resources used in the clock network, i.e., device and wire areas.

3.1.3.1 Mesh

A htree was used to drive the clock mesh in our experiments. The mesh and htree
buffers were sized using the fanout 4 rule (FO4) (SUTHERLAND; SPROULL, 1991),
i.e., to drive a capacitive load C, a buffer with input capacitance C/4 is used. This
rule was found to yield close to optimum delay/mm and power for a stage (using the
optimization feature of HSPICE). The optimum distance between buffers/repeaters
in the htree was also determined using HSPICE optimization feature. Mesh buffers
are assumed to be inserted at every mesh node, i.e., mesh buffers are inserted in the
intersection between vertical and horizontal lines.

Cock meshes were build on the smallest rectangular area which contains all FFs.
Details of the mesh areas are shown in table 3.1, column FF-spanned area. It can
be seen that for D1, this area is only about 11% of the entire design area, whereas
for D2 and D3, this ratio is 43% and 69% respectively.

3.1.3.2 Tree

The tree topology chosen to be evaluated is composed by an htree followed by
a fishbone structure to which the flip-flops connect directly, as described in section
2.3.1. As happens with the mesh architecture, the htree also spans only the smallest
rectangle in the chip that contains all the flip-flops.

3.1.3.3 Mesh + Local Trees

The MLT architecture was derived from the single mesh architecture. A global
htree is used to drive the clock signal to a clock mesh to which unbuffered clock
trees are connected. The local tree clock routing was performed using the MMM
algorithm presented on section 2.3.3.1.

3.1.3.4 Tree + Local Meshes

The TLM methodology relies on assembling individual clock meshes for each of
the different clock domains in such a way that each clock mesh can be powered
off according to the sleep signal logic of each domain. Since circuits D1 and D2
are small, TLM methodology was applied only for circuit D3. Clock domains were
artificially created since no blocks in D3 presented sleep mode functionality. D3
was partitioned into seven different clock domains. Information about the flip-flop
density and area of each partition can be found in table 3.2.

A htree was used to drive all the clock meshes. The htree can not be perfectly
aligned to the different clock meshes, therefore htree sinks are not aligned to the
mesh grid nodes. Clock sinks are directly connected to the closest mesh wire in each
partition.
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Table 3.2: TLM partition information

Partition #FFs Area (mm2) #FFs/mm2

1 51.5K 22.63 2281.88
2 51.7K 23.87 2165.06
3 21.0K 33.64 623.34
4 28.4K 35.38 802.2
5 30.1K 17.98 1674.92
6 51.6K 26.28 1964.84
7 53.0K 27.72 1910.86

total 287.4K 256.00 1122.66

3.1.4 Analysis

Each one of the tested configurations was evaluated through electrical simulation.
The Sliding Window Scheme (SWS) decribed in section 4.2 was used to enable the
accurate electrical simulation of large meshes. The methodology relies on splitting
the simulation of a large mesh into several smaller simulation tasks by sweeping
an accurate region window inside which circuit elements are accurately modeled.
Elements outside the accurate region are lumped, reducing drastically the total
number of elements in the mesh model.

Variations effect was evaluated by estimating the clock jitter. If the clock net-
work is a tree, uncertainty analysis can be carried out using gate-level statistical
static timing analysis as shown by (BERKELAAR, 1997), (VISWESWARIAH et al.,
2004) or (AGARWAL; BLAAUW; ZOLOTOV, 2003). However, such an approach
is not directly applicable for a mesh-based clock network due to metal loops (cycles)
present in the mesh. One solution is that if the mesh model fits in the memory, we
can run Monte Carlo (MC) simulations (HITCHCOCK, 1988) assuming some dis-
tribution for parameter variations and obtain a delay distribution at each FF, from
which timing uncertainties at FFs could be derived. This is possible only for small
design and mesh instances. A study on the effects of using the SWS to perform
MC simulation is presented in (REDDY; WILKE; MURGAI, 2006). To compare
uncertainties in tree and mesh architectures, we use MC simulation on small design
and mesh instances.

We model various sources of uncertainty. Supply noise is modeled by supplying
independent power supplies to each clock buffer, and allowing them to vary randomly
according to a noise model. Temperature variation of transistors is modeled by
specifying an underlying temperature for the entire chip and then applying random
local temperature variations on each clock buffer and interconnect. Transistors
process variations are modeled using only channel length and threshold voltage
variations. Other variations, such as oxide thickness and dopant concentration have
the overall effect of varying the threshold voltage and hence are indirectly included in
our model. Interconnect variations are modeled through resistance and capacitance
variations. The 3σ variations we used in our study for various parameters are shown
in table 3.3.
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Table 3.3: 3σ variations for different parameters

Parameters 3σ variations

NMOS/PMOS channel length 0.008µm
NMOS/PMOS threshold voltage 20mV

Interconnect resistance 20%
Interconnect capacitance 5%

Temperature 20C
Vdd 10%

Crosstalk switching probability 0.5

3.1.5 Results

Table 3.4 report the capacitance distribution among each stage of the mesh
architecture. Some interesting observations can be made on this table.

1. From 60% to 70% of the total clock capacitance is in the wires.

2. Buffer capacitance is always 25% of the total clock capacitance. This is a
consequence of the FO4 rule applied to size htree and mesh buffers. A buffer
with input capacitance C/4 is used. To drive that, a buffer of input capacitance
of C/16 is used (assuming, for simplification, no wiring capacitance on the
tree), and so on. The total capacitance in the clock network is (C + C/4 +
C/16+...) = 4C/3, whereas the buffer capacitance is (C/4+C/16+...) = C/3.
Thus, the buffer capacitance is 25% of the total clock capacitance.

3. The mesh wiring capacitance for smaller designs is a large fraction (30-35%) of
the total clock capacitance. However, for the largest design D3, it is 10-20%,
thus making mesh more attractive for larger designs.

4. When mesh granularity increases the mesh wires get closer to the flip-flops,
reducing capacitance due to local wiring.

5. Local wiring capacitance is much larger in D3 than in D1 and D2. This is
due to the much larger number of flip-flops and the larger area of design D3.

Table 3.5 provides a comparison between the mesh architecture and the tree
architecture regarding timing and power characteristics. An operating frequency
of 400MHz was assumed to compute dissipated power. We make the following
observations.

1. In all the three designs, a very low skew value can be achieved with mesh.
Increasing the mesh granularity from 64×64 to 128×128 reduces the skew,
for instance, from 5ps to below 1ps for D3. For the tree architecture, D3
presents a maximum skew of 30ps using a htree with 64×64 sinks and 5.5ps
using a htree with 128×128 sinks. Although these numbers are small for the
tree architecture, they are worse than the corresponding skew numbers for the
mesh architecture.
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Table 3.4: Capacitance distribution (%) for mesh architecture

chip mesh wires buffers FFs
size mesh local htree total mesh htree total

D1 16×16 17.9 19.5 17.0 54.4 14.5 10.5 25.0 20.6
64×64 32.6 2.3 30.8 65.7 11.1 13.9 25.0 9.3

128×128 35.6 0.6 33.7 69.9 10.4 14.7 25.0 5.1
D2 64×64 28.8 7.9 26.1 62.8 12.2 12.8 25.0 12.2

128×128 34.3 2.4 31.1 67.7 11.0 14.0 25.0 7.3
D3 64×64 11.7 38.1 9.1 58.9 16.5 8.5 25.0 16.1

128×128 22.2 20.3 17.2 59.8 14.4 10.8 25.0 15.2

Table 3.5: Mesh architecture vs. tree architecture

chip mesh/ max skew max latency max slew capacitance power
htree (ps) (ps) (ps) (pF ) (W )
size mesh tree mesh tree mesh tree mesh tree mesh tree

D1 16×16 3.3 29.1 480.6 499.1 89.5 89.5 255.5 231.0 0.15 0.13
64×64 0.1 1.1 636.9 638.4 89.6 89.6 563.2 396.3 0.32 0.23

128×128 0.1 1.3 717.5 718.9 89.6 89.6 1030.2 603.7 0.59 0.35
D2 64×64 0.5 4.2 674.2 678.2 105.7 105.7 1008.1 721.4 0.58 0.41

128×128 0.2 1.4 754.3 756.1 105.1 105.1 1694.5 1048.4 0.97 0.60
D3 64×64 4.8 29.3 975.1 995.0 110.9 108.6 5570.1 5084.0 3.2 2.9

128×128 0.9 5.5 1050.8 1055.0 110.2 75.2 5885.2 4892.2 3.4 2.8
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Table 3.6: Comparing Mesh and MLT architectures

Max Skew (ps) Max Slew (ps) Capacitance (pF ) Power (W )
Mesh 4.77 110.9 5570 3.2
MLT 58.51 191.0 6076 3.5

2. The skew observed for an htree was from 5× to 10× larger than the skew
observed when a clock mesh was added to the htree sinks. Since the global
clock distribution for a clock mesh is also done by an htree we can conclude
that the clock mesh is able to reduce the clock skew by a factor of 5× to 10×,
i.e., the skew applied in the input of the mesh buffers is 5× to 10× larger than
the skew observed at the clock sinks.

3. Maximum FF latency values for tree and mesh are almost identical. Latency
increases with increase in mesh size and #htree sinks due to higher total clock
capacitance. Note that the maximum skew is a very small fraction of the
maximum latency. This implies that our clock network design methodology is
effective for low skew for both mesh and tree architectures.

4. As expected, capacitance and power values for the tree are smaller than the
mesh architecture. For D1 and D2, the tree values are about 30-40% smaller.
For D3, the difference is only 10-20%.

5. Maximum slew values are similar for tree and mesh architectures and within
the maximum limit of 150ps.

The MLT architecture was compared to a mesh architecture using benchmark
circuit D3. Maximum clock skew, slew, capacitance and power are reported in table
3.6. A 64×64 mesh size was chosen in this comparison. It can be seen that the best
skew achieved by the MLT architecture is much worse than the skew achieved by
the mesh architecture where clock sinks are directly connected to the mesh wires.
It turns out that this is because in some local regions there are hundreds of FFs.
MMM algorithm does not insert buffers on local trees. Although mesh buffers are
sized according to their loads, it may be difficult to have good slew rates when such a
high load is to be driven. The maximum slew of 191ps (which violates our maximum
slew constraint of 150ps) also confirms this. The results for MLT can be improved
if buffer insertion capability is introduced in the local trees.

The TLM architecture was also evaluated using benchmark circuit D3. Maxi-
mum skew, slew and latencies measured are reported in table 3.7. A global htree
with 128×128 sinks, with each of the seven meshes having size 32×32. The skew
within each partition is small, the maximum skew being 4.87ps for the partition 4.
It turns out that the maximum skew for the entire circuit is also 4.87ps, since the
FFs with maximum and minimum latencies are both in partition 4. To compare
with a single mesh architecture, in row all, we report the effective mesh size, the
maximum skew and the maximum slew values for the entire chip. The effective mesh
size is computed from the combined mesh square count of all the seven meshes. The
maximum skew is slightly worse than when there is only one mesh. The latency
values for TLM are similar to pure mesh (table 3.5).
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Table 3.7: TLM architecture evaluation

Partition Mesh Size Max Skew (ps) Max Latency (ps) Max Slew (ps)
1 32×32 2.41 1073.3 71.85
2 32×32 2.55 1073.6 72.08
3 32×32 3.39 1074.3 72.24
4 32×32 4.87 1075.7 73.72
5 32×32 2.09 1073.3 71.39
6 32×32 3.36 1074.3 72.54
7 32×32 3.77 1074.9 72.78

all 87×87 4.87 1075.7 73.72

Table 3.8: Reduction of uncertainty by mesh

Input uncertainty Max. output uncertainty (ps)
(ps) 8×8 mesh 16×16 mesh

3 0.39 0.19
15 1.89 0.95
30 3.78 1.89
150 19.8 9.9

3.1.5.1 Uncertainty Analysis

An experiment was made to evaluate the mesh capability of reducing input jitter
caused by variations. The variations shown in table 3.3 were applied to each mesh
wire. Two mesh sizes were used: 8×8 and 16×16 for a chip size of 500µm×500µm
for both meshes. 1000 flip-flops were randonly distributed over the chip area and
connected to the closest mesh node. Clock signal arrival time at the input of each
mesh buffer was modeled as a Gaussian distribution where the mean arrival time is
0ps and the 3×σ jitter values varies from 3ps to 150ps. 1000 Montecarlo simulations
were performed in each case. The worst output jitter is reported in table 3.8 for
both mesh sizes. We can see that the 8×8 can reduce jitter by a factor of 7 to 8
times. The 16×16 mesh can reduce jitter by a factor of 2 vis-a-vis to a 8×8 mesh,
i.e., the total reduction ranges from 14 to 16 times.

Another experiment was performed simulating a Global htree + Mesh archi-
tecture. A 5mm×5mm chip with 1000 FFs randonly placed was used. The clock
architecture was generated and variations reported in table 3.3 were applied to the
htree and mesh wires and buffers. Jitter was measured at the mesh buffers and at
the FFs. The maximum jitter measured at the mesh buffer was 43.08ps while the
maximum jitter observed at the FFs was 35.52ps, a 18% reduction. In this case
the jitter reduction observed was much less than the 7 to 8 times factor reported in
table 3.8. This is due to the following reasons:

1. When the htree was included in the simulations the correlations between the
arrival times that share many htree paths were considered. We can not assume
that arrival times at the mesh buffers are uncorelated.
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2. Mean arrival time clock skew at the mesh buffers is not zero. Different loading
unbalance htree delays generating skew.

Those two facts reduce the ability of the clock in compensating early and late
arrival times at the mesh buffers. When correlations are considered neighbouring
buffers may have similar arrival times, therefore they can not compensate each other.
Mean arrival time clock skew is also bad for jitter reduction since it increases the
difference between the arrival times at the mesh buffers.

3.1.5.2 Closing Remarks

This study has shown that clock meshes are extremelly important in the design
of low skew clock distribution architectures. Besides of reducing nominal skew clock
meshes are effective in mitigating clock jitter. Reducing the granularity of a clock
mesh increases its skew reduction factor.

We have also evaluated variations of mesh-based architectures such as the MLT
and the TLM architecture. We have shown that the TLM architecture can enable
clock gating capabilities with a small skew penalty. The MLT architecture was
shown to be inefficient unless buffers are inserted in the local clock tree.

Considering the increasing importance of designing variations-aware clock dis-
tributions this study has shown that clock meshes are an important tool to achieve
this goal.

3.2 Microprocessor Clock Distribution Bibliographic Study

3.2.1 Pentium 4 (2000)

The Pentium 4 processor (HINTON et al., 2001) is an IA-32 processor containing
42 million transistors in a 217mm2 area. The first version of the clock distribution
for this processor operated at frequencies higher than 2GHz (KURD et al., 2001).
Another version, with a sub-10ps was presented in (BINDAL et al., 2003).

The initial clock distribution for the Pentium 4 (KURD et al., 2001) processor
uses three clock spines to distribute clock at global level as shown in figure 2.15.
Each clock spine is driven by a generic tree and each clock spine drives a set of
binary trees. Figure 3.5 shows this architecture. Jitter reduction is obtained by
filtering the clock buffers power supply and shielding clock wires. An active deskew
mechanism was implemented to reduce the skew between different domains. Clock
signal is deskewed at each binary tree root by an adjustable delay domain buffer.
This design presents 47 independent clock domains therefore 47 adjustable delay
buffers are used.

Local clock drivers (LCD) are located on the leaves of the domain binary trees.
LCDs are responsible to multiply and divide the base clock frequency to achieve
1GHz and 4GHz respectively. LCDs are also responsible to gate the clock signal
and adjust the duty cycle. The circuitry used in LCDs is illustrated in figure 3.6.
Clock gating capability is implemented by an AND gate connected to the NMOS
transistor in the pull down logic. LCDs work different from a regular inverter, the
pull-down path connects the output to ground at each rising edge of the clock signal
for a short period of time. The adjustable delay buffer is responsible to connect the
output to vdd, therefore it controls the cycle. The driving strength is given by an
output buffer. Clock frequency division by 2 is done using clock gating logic and
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Figure 3.5: Clock tree driving Pentium4 Spines (KURD et al., 2001)

Figure 3.6: Pentium4 Local Clock Drivers (KURD et al., 2001)

a global synchronization signal. Frequency multiplication by 2 is achieved by using
two pull-down paths, one enabled at the rising edge and the other enabled at falling
edge.

In (BINDAL et al., 2003) the clock distribution design for Pentium 4 micropro-
cessor was improved to achieve sub-10ps skew. Figure 3.7 illustrates the sub-10ps
clock distribution scheme proposed for the Pentium 4 microprocessor. The clock
distribution is divided into three steps, the Pre-Global Clock Network (PGCN),
Global Clock Grid (GCG) and local clocking.

PGCN takes the clock signal from the output of the PLL to the input of the
GCG. The clock signal passes through 27 inversion stages until it reaches one of
the GCG drivers. Skew over 27 inversion stages is reduced by shorting inverters
outputs as shown in figure 3.8. This methodology is able to average the variability

Figure 3.7: Pentium 4 Clock Distribution Scheme (BINDAL et al., 2003)
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Figure 3.8: Skew reduction methodology (BINDAL et al., 2003)

Figure 3.9: GCG drivers stripes (BINDAL et al., 2003)

effect, reducing the skew between adjacent paths. This idea was generalized later
in (RAJARAM; HU; MAHAPATRA, 2004). Reducing clock skew in the PGCN is
important to reduce power consumption due to short-circuit (crowbar) current at
the GCG stage.

In total there are 1474 GCG drivers. GCG drivers are placed inside 8 stripes
equally spaced over the chip area, as shown in figure 3.9. All grid drivers have a
tunable drive strength. The input capacitance is the same for every GCG driver,
therefore PGCN design can be decoupled from the GCG and the local distribution.

The local clock distribution presents two stages. The first stage presents delay
programmability and clock gating capabilities. The second stage presents functional
clock gating capability.

3.2.2 Itanium 1st Generation (2000)

The 1st generation of the Itanium processor was the first IA-64 processor. It was
build on a 180nm technology and operated on a frequency of 800MHz. The clock
architecture of this microprocessor was reported in (TAM et al., 2000). An overall
view of the clock distribution for the first Itanium processor can be seen in figure
3.10.
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Figure 3.10: First generation Itanium clock distribution (TAM et al., 2000)

Figure 3.11: Deskew buffer positions (TAM et al., 2000)

Global clock distribution was implemented using a lateral shielded htree. Htree
takes the clock signal from the output of the PLL to eight different deskew buffers
clusters. Each deskew buffer cluster contains four deskew buffers. Two deskew
buffer clusters at the right bottom corner of the chip are misplaced from their original
positions, as shown in figure 3.11, therefore wire length had to be matched to preserve
htree symmetry. The deskew buffer is a variable delay inverter implemented as
presented in (GEANNOPOULOS; DAI, 1998). The delay inserted by the deskew
buffer is updated every 16 clock cycles.

The deskew buffer separates global and regional clock distributions. Each deskew
buffer drives a regional clock driver that is connected to a clock mesh (grid). There
is a total of 30 different clock regions, therefore 2, out of the 32 deskew buffers, are
unused. Regional clock distribution is composed by the deskew buffer, the regional
clock driver and the regional clock grid.

Local clock distribution is composed by the local routing connecting the regional
clock grid to clock buffers and clock buffers to flip-flops. Each local clock buffer was
designed to drive a specific load range. Additional local clock buffers can be inserted
to intentionally skew the clock.
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Figure 3.12: Clock domains for Alpha 1.2GHz microprocessor (XANTHOPOULOS
et al., 2001)

3.2.3 1.2GHz Alpha Microprocessor (2001)

The clock distribution of 1.2GHz Alpha microprocessor (JAIN et al., 2001) was
released in 2001 by Compaq Computer Corporation. This microprocessor was built
in a 180nm technology with 7 metal layers. It has 152 million transistors distributed
over a 396.68mm2 area. Supply voltage is 1.5V. Total power consumption is 125W.

The clock distribution for 1.2GHz Alpha microprocessor (XANTHOPOULOS
et al., 2001) can be divided into four distinct clock domains, as shown in figure 3.12.
The clock distribution for the microprocessor core is done by GCLK clock domain.
NCLK distributes clock over memory and network subsystems. The other two clock
domains distribute the clock signal to the cache L2 banks (L2RCLK and L2LCLK).
No deskew methodology is applied between different clock domains.

The core of the clock distribution, GCLK domain, was process-migrated from
Alpha 600MHz clock design (BAILEY; BENSCHNEIDER, 1998). Alpha 600MHz
uses htrees and xtrees to distribute the clock signal to 16 GCLK drivers. Each
GCLK driver is connected to an array of buffers driving a clock mesh. Figure 3.13
shows the GCLK clock distribution scheme for Alpha 600MHz microprocessor.

NCLK domain uses an rectangular xtree to distribute the clock signal on the
north portion, while two htrees were used to distribute the clock signal along the
sides. NCLK domain can be further divided into another 11 sub-domains, as illus-
trated in figure 3.14. Each subdomain is driven by a subdomain buffer and contains
a metal grid twice denser than NCLK global grid. Skew within a subdomain is
about 50% smaller than the total skew in the NCLK domain.

L2RCLK and L2LCLK use sparse horizontal clock spines to distribute the clock
along each memory bank. Partial htrees connect clock spines to the DLL clock
output.

3.2.4 Power4 (2002)

Power4 microprocessor was released in 2002 by IBM (WARNOCK et al., 2002)(RES-
TLE et al., 2002). It operates in a 1.3GHz frequency. It was fabricated in a 180nm
technology and contains 174 million transistors. The clock network drives 15200
clock sinks.

Clock distributions done by a global 8×8 buffered htree that drives a 64 array of
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Figure 3.13: Clock distribution for Alpha 600MHz microprocessor (BAILEY; BEN-
SCHNEIDER, 1998)

Figure 3.14: NCLK subdomains for Alpha 1.2GHz microprocessor (XANTHOPOU-
LOS et al., 2001)
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Figure 3.15: Power4 clock distribution (RESTLE et al., 2002)

Figure 3.16: Power4 sector tree (WARNOCK et al., 2002)

sector buffers. Each sector buffer drives a minimum delay sector tree connected to
a 32×32 clock mesh. Figure 3.15 shows a 3D visualization for the entire POWER4
clock distribution. Sector trees are tuned to minimize clock skew. Crosslinks are
added and wire widths are changed to minimize skew in sector trees. Figure 3.16
shows 4 sector trees driving 1/16 of the clock mesh. Non-symmetrical routing,
different wire widths and crosslinks can be observed in this figure. In this design a
single clock domain is used, therefore no deskew methodology was implemented.

3.2.5 Itanium 2nd Generation (2002)

The second generation of the Itanium processor was released in 2002. This
version was renamed to Itanium 2. It was implemented using a 180nm technology
and operates at a 1GHz frequency. Itanium 2 clock distribution was presented in
(ANDERSON; WELLS; BERTA, 2002).

The highest level of clock distribution is composed by a primary buffer, repeaters
and variable delay buffers at its sinks. The clock signal is transmitted using differ-
ential signaling. In a regional level clock distribution is converted from a differential
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Figure 3.17: Clock lines shielding for Itanium 2nd generation(ANDERSON;
WELLS; BERTA, 2002)

Figure 3.18: Clock distribution scheme for Itanium 2nd generation (ANDERSON;
WELLS; BERTA, 2002)

to a single-ended signaling. Clock gaters are added to switch off clock for regions
with no activity. Clock routing at both levels was performed using a htree topology.
The clock wires were heavy shielded as shown in figure 3.17.

Although variable delay buffers were included in the clock distribution structure
no deskew methodology was used. Variable delay buffer are used only for identifying
critical paths at the silicon level. A global picture of the clock distribution scheme
used in this microprocessor can be seen in figure 3.18.

3.2.6 Itanium 3rd Generation (2004)

The third generation Itanium processor was finished in 2004. It contains 410
million transistors and was fabricated in a 130nm technology. Clock operates at
1.5GHz. This generation is also commercially called Itanium 2. In comparison to
the previous version, besides of 50% increase in clock frequency this version also
presents a 100% increase in the cache L3 memory size.

Figure 3.19 presents the clock distribution scheme implemented for this micro-
processor. A differential signaling approach was implemented at the higher level
of the clock distribution, where clock is distributed through an htree until each
clock domain is reached. Regional clock distribution is done using a clock tree with
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Figure 3.19: Clock distribution scheme for 3rd generation Itanium (TAM; LIMAYE;
DESAI, 2004)

tunable delay buffers. No clock meshes are used at global or regional level.
A fuse-based deskew methodology was implemented to reduce clock skew due to

process variations. The methodology used in the deskew architecture design is the
same presented in section 2.4.2.2. Variable delay buffers are calibrated only once
after the chip is fabricated.

3.2.7 Power5 (2004)

Designed using IBM’s 130nm technology Power5 microprocessor (KALLA; SIN-
HAROY; TENDLER, 2004) was released in 2004. This processor operates above
1.5GHz with a supply voltage of 1.3V. This processor has two separate clock distribu-
tion schemes, one exclusively for memories and another one for all other synchronous
elements.

The global clock distribution scheme relies on a non-symmetric htree. A global
htree is used to drive the clock signal to a matrix of 40×32 sinks as illustrated in
figure 3.20. The main clock distribution has a total of 91 buffers.

A clock mesh is used in the sinks of the global clock distribution. Sequential
elements are connected to the clock mesh through clock gater cells, allowing an
aggressive use of clock gating to conserve power.

3.2.8 Dual-Core SPARC V9 (2005)

The Dual-Core SPARC V9 (UltraSPARC IV+) microprocessor (HART et al.,
2006) is the fourth generation of 64-bit SPARC architecture. It has 295 million
transistors and operates at 1.8GHz. It was built on a 90nm dual-VT technology. It
consumes 90W with a supply voltage of 1.1V operating at the nominal frequency.
The total die area is 336mm2.

The global clock network uses a true and completely symmetrical binary tree.
By equalizing the number of levels and building a symmetrical tree the effect of
power, voltage and temperature (PVT) variations on clock skew is minimized. The
global clock tree has 16 stages and drives the clock signal from the clock root the
a clock grid. Some nodes in the global clock network structure are shorted in order
to make the clock network less sensitive to PVT variations.

Clock gaters (local clock headers) are used to drive the clock from the clock mesh
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Figure 3.20: Power5 htree (CLABES et al., 2004)

to the local clock distribution. Local clock networks are shorted rows of local clock
headers, in which only local clock headers with the same enable function can be
shorted.

The total clock skew measured in this structure was 20ps.

3.2.9 First Cell Processor (2005)

The first cell processor is composed by a Power architecture processor combined
with 8 other synergistic processors. It has a total of roughly 234 million transistors.
It was built on a 90nm SOI technology with 8 metal layers. It operates at 4Ghz
with a supply voltage of 1V (PHAM et al., 2006)(PHAM et al., 2005)(PHAM et al.,
2006).

The chip contains three different global clock domains and each domain operates
in a different frequency. The main clock domain is distributed through a clock mesh
that covers 85% of the chip. The other two domains are also distributed using clock
meshes interleaved with the main clock mesh. Both domains operate in a frequency
fractioned from the main clock.

The design of the main clock distribution is an extension of the clock distribution
designed for Power4 processor, described in section 3.2.4. No information is given
about the differences between Power4 global clock distribution and the global clock
distribution used in this processor. The clock mesh located at the sink of the global
clock distribution is built in the lowest impedance metal layers. 850 tunable buffers
are used to drive the clock meshes. Tunable buffers allow a better control of clock
arrival times, reducing clock skew, even for regions with very different load densities.

Clock signal is gated only at the flip-flops and latches. The clock gating circuitry
is fully integrated to the flip-flop and latch designs.
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Figure 3.21: Clock distribution for Itanium Montecito microprocessor(MAHONEY
et al., 2005)

3.2.10 Itanium Montecito (2005)

Itanium Montecito is a dual core Itanium microprocessor released in 2005 (MC-
NAIRY; BHATIA, 2005). It operates at 1.8GHz and contains 1.72 billion transistors.
The total die area is 595.55mm2. It was built using Intel’s 90nm technology. The
total dissipated power is 100W .

The clock distribution for this processor is divided into four levels, from 0 to
3. Figure 3.21 gives a top view of all the levels. Level 0 drives the clock from the
clock source to the different clock domains. Level 1 corresponds to the global clock
distribution levels within each different domain. Level 2 corresponds to the semi
global distribution, for most of the designs a clock mesh is used in this level but in
this design a RLC matched htree is used. Local clock distribution corresponds to
level 3.

Level 0 clock distribution drives the clock signal to the different ip cores inside
the die. It uses a differential low voltage swing scheme to drive the clock signal to
each one of the cores. The routing topology is a tapered htree. Clock wires are
shielded in this level. Digital frequency dividers (DFDs) are at the sinks of this
level.

DFDs are used to divide clock frequency by half. Level 1 distribution starts in
DFDs outputs. This level uses a full swing differential distribution. A 90 degrees
phase shifted copy of the clock signal is distributed along with it. Level 1 route
follows the same route topology as level 0. Level 1 is terminated by the second level
clock buffers (SLCBs) which are frequency multipliers and delay adjustable buffers.
Clock is restored to its original frequency with a very low skew in the output of
SLCBs. The deskew adjustment is done by a set of hierarchically arranged phase
comparators located in the output of SLCBs. This is an active deskew mechanism.

Level 2 routing drives the clock signal from SLCBs to clock vernier devices
(CVDs). It uses single-ended full swing signaling. This level also uses a htree
routing topology. To minimize skew an in-house tool was used to tune wire widths
to balance RLC delay in the htree. This sort of routing was also used in the second
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generation Itanium processors, described in section 3.2.5.
CVDs fulfill two roles, besides of driving the clock signal they can insert skew

in the clock network that can be used to debug timing issues in the post fabricated
chip. Clock gaters are inserted in the CVDs output. Level 3 routing is not designed
along with the rest of the clock network. It is done specifically when each block is
designed. The only constraint imposed to level 3 routing is that it can present a
maximum delay of, at most, 12ps. Most of the clock skew in this microprocessor
comes from this routing structure. This is the only routing level that may not use
shields for all the wires. All the other routing levels are fully shielded.

3.2.11 Power6 (2007)

Power6 microprocessor was released in 2007 (FRIEDRICH et al., 2007)(THOM-
SON; RESTLE; JAMES, 2006). It uses IBM’s 65nm SOI technology with 10 levels
of metal layers. Containing 700 million transistors distributed over a die area of
341mm2 it operates at frequencies higher than 5GHz. Power consumption can drop
below 100W in power sensitive applications.

The global clock distribution is done by a 7 to 9 stages clock tree. Programmable
delay buffers are inserted in this structure to reduce skew between different meshes.
The global clock distribution is divided into two distinct clock domains. Within each
domain ”PVT bars” (i.e. clock spines) are used to short parallel stages reducing
clock skew. Tunable sector htrees are driven by the global clock tree. Local Clock
Buffers (LCBs) are located on the sinks of the sector htree. Local Clock Buffers are
variable delay buffers that besides of calibrating the clock network delays they can
also change duty cycle. Local Clock Buffers are connected to a virtual mesh. Since
LCBs can change clock signal characteristic two LCBs can only be shorten when
they always generate the same clock signal. For this reason a single clock mesh can
not be used to connect all LCBs. By connecting only LCBs with the same clock
signal characteristics, a virtual mesh is formed. A global view from Power6 clock
distribution network and its latencies can be seen in figure 3.22.

(THOMSON; RESTLE; JAMES, 2006) presents another feature used during
Power6 microprocessor clock network design. To reduce environmental variations
effects and keep the duty cycle correct, clock lines are designed having transmission
line theory in mind. By properly selecting clock lines width and lengths wave re-
flection effects are used to reduce environmental effects on propagation times and
avoid undesired duty cycle changes. For this design, the wire length between buffer
was set to 2.5mm in the clock network.

3.3 A General Microprocessor Clock Distribution Architec-
ture

This section has described the architecture of several different microprocessors.
We can observe that each microprocessor utilizes different strategies to solve the
problem of controlling the power consumption and designing a clock network robust
to the effect of process and environmental variations. Although no two microproces-
sors use the same solution to distribute the clock signal we can observe some points
in common among the characteristics of each clock distribution scheme:

• Global clock distribution is done by a global tree.
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Figure 3.22: Power6 clock distribution (FRIEDRICH et al., 2007)

• Clock sinks are divided into different domains, domains can operate at different
frequencies.

• Deskew circuitry is used to reduce the skew between different domains.

• A clock mesh is used within each domain to reduce the effect of variability.

• A local buffered clock tree drives the clock signal from the clock mesh to the
clock sinks.

Figure 3.23 illustrates a general clock distribution scheme that combines the
common characteristics observed in the different clock architectures described in
this section. A global tree is used to drive the clock signal from the clock source
to the clock meshes in the different clock domains. The global tree is shielded to
reduce crosstalk effects. Other techniques can be applied in the global tree such
as: differential signal to increase robustness to noise and reduced swing to reduce
power consumption. Although shielding and differential signaling techniques may be
applied to the global tree it may still be highly affected by environmental and process
variations. The global clock tree covers large distances, requiring the repeaters to be
inserted to guarantee the quality of the clock signal, therefore it is more affected by
variations than any other part of the clock distribution network. To guarantee a low
skew in spite of asymmetrical loading, global clock tree can be built in a completely
symmetrical fashion by inserting dummy loads to equalize capacitance at branches.

Clock sinks may be divided into different clock domains, each clock domain is
driven by a different clock mesh. This idea is the same as the TLM architecture pre-
sented in section 3.1.1.3. Deskewing circuitry may be inserted between the different
clock domains to offset the effect of process variations. Clock meshes are responsible
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Figure 3.23: General clock distribution for microprocessors

for filtering the effects of environmental variations in the global clock tree delivering
a low skew and low jitter clock signal to the local clock trees.

Local clock trees deliver the clock signal from the clock mesh to the clock sinks,
similarly to the MLT architecture described in section 3.1.1.3. However, differently
from the MLT architecture the local clock tree found in the clock architecture of
microprocessors is buffered. Local clock trees are not significantly affected by varia-
tions since they have very few buffer stages and a small wire length. The importance
of having a buffered local clock tree is to decouple the total clock sink capacitance
from the clock mesh and therefore reduce the short circuit currents in the clock
mesh.
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4 CLOCK MESH ANALYSIS

Clock mesh analysis is an extremely important task. Clock meshes are extremely
hard to analyse due to the large number of elements required to model it and to
loops introduced by the mesh structure. Besides that, clock arrival time estimation
has to be extremely accurate. Small error margins at the arrival time estimation
can reflect huge error on the clock skew estimation.

This section targets at the mesh analysis problem. We will first discuss some
aspects of clock mesh modeling and next we propose a simple methodology to enable
and speedup the simulation of large clock meshes. Related works are reviewed in
the end of this section and after that conclusions are presented.

4.1 Modeling

Mesh wires are modeled using a π-model. A single-π model is shown in figure
3.3 while a 3π model is shown in figure 3.4. The number of πs used to model a
wire depends on the wire length, l. Figure 4.1 shows the error obtained in the delay
measurements performed on a wire model using different π-models. The larger the
number of π used to model a wire the more accurate the model will be. In our
experiments a 5π model was considered as the golden value.

Clock analysis needs to be extremely accurate. Therefore error margins above
1% are not acceptable. At the same time using a larger number of πs to model wires
increases the electrical simulation time. Considering the tradeoff between accuracy
and execution time performance we have adopted the following heuristic: any wire
shorter than 300µ long is modeled using a single-π model, any wire longer than that
is modeled using a 3π model.

Flip-flops don’t need to be fully described since gate capacitance is the only thing
seen by the clock network, therefore flip-flops are replaced by capacitors conencted
to ground.

4.2 The Sliding Window Scheme

To enable the simulation of large clock meshes for the architecture evaluation
study reported in section 3.1 a new simulation methodology was proposed. Long
clock mesh simulation time is due to the very high number of circuit elements re-
quired to accurately model a clock mesh. Pre-characterization timing analysis tech-
niques can not be applied to the clock mesh since gate models are not able to
correctly model short-circuit current that are present among the buffers driving a



63

Figure 4.1: π-model accuracy comparison

clock mesh.
In this section we propose to use the divide-and-conquer heuristic to divide the

mesh characterization task into smaller tasks that can be run in parallel in different
computers without significant loss of accuracy. This work was first presented in
(CHEN et al., 2005). This work was developed in colaboration with other authors.
The author of this thesis has participated in this work by studying how the method
accuracy could be increased by discarding measures in the border of the accurate
region.

We propose a new method called the sliding window scheme (SWS) for analyzing
latency in clock distribution networks involving meshes. The sliding window scheme
is based on the observation that for each signal source, i.e., the mesh buffer, the
clock mesh can be deemed as a cascaded low-pass RC filter. For this RC filter,
the attenuation of a ramp input signal is proportional to the exponential of the
distance. Because of this exponential attenuation, if two nodes are geometrically
far, they have very small electrical impact on each other. This phenomenon enables
us to ignore some of the circuit details that are geometrically distant from the node
we are interested in. In our proposed method, the mesh is modeled with two different
resolutions: we use a detailed circuit model for the mesh elements geometrically close
to the nodes we are measuring and simplified model for the mesh elements far from
the nodes being measured. The simplification refers to the local FF connections.

The basic idea of SWS is very simple. Given a mesh m×n, we define a rectangular
window W of size r×s where r < m and s < n. If we fix the lower left corner of W
to a point on the mesh, W covers some fixed region of the mesh. The connection of a
FF within W to the nearest mesh segment is modeled accurately by an appropriate
π model. The FF clock input pin is modeled as a capacitance. If there are f FFs
connected to a mesh segment, the mesh segment is divided into at most (f +1) sub-
segments. Each sub-segment is modeled with an appropriate π model. FFs that lie
outside W and their connections to the mesh are modeled approximately. The wire
connecting such a FF to the mesh is replaced by an equivalent single capacitance.
The wire resistance is ignored. Given a mesh node a outside W , the region covered
by a is the unit rectangle shown in figure 4.2. Let Ca be the sum of the clock input
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Figure 4.2: Sliding window scheme (CHEN et al., 2005)

pin capacitances of all the FFs in this region along with the capacitances of the
wires connecting them to the mesh. Then, Ca is lumped as a single capacitance at
a. The mesh segments outside W are still modeled with appropriate π models.

The Spice file corresponding to this model for the window location is generated
and simulated. The clock latencies at all FFs in W are measured. Next, the window
is slid either horizontally or vertically so as not to overlap with the previous locations.
Once again, a Spice model is created and run. Simulating the entire mesh is thus
broken down into multiple window-based simulations. In fact, ⌈m−1

r−1
⌉×⌈n−1

s−1
⌉ Spice

simulations are needed to cover the entire mesh and thus all the FFs in the design.

As we will show, our scheme can complete on fine meshes and is accurate within
1% of the complete mesh simulation. Also, it is naturally suited to parallelization
or grid-computing, since different Spice simulations are completely independent to
each other.

The SWS scheme is a divide-and-conquer partitioning technique. Approximating
the region outside the window reduces the number of nodes in the circuit model.
Approximating each FF saves either 7 nodes if the wire is longer than 100µ or 3
nodes otherwise. In a typical design, where there are hundreds of thousands of FFs,
the reduction on the size of the Spice model can be huge. Also, we can obtain CPU
speed-up as well, as the following example illustrates:

Assume a 65×65 mesh, and a design with 100K FFs where FFs are uniformly
distributed over the chip. Let us also assume that all the wires and mesh segments
are modeled with a single-π model. Let Ng be the number of nodes in the golden
model, which is obtained when all the local FF wires that connect FFs to the mesh
are modeled accurately. Each mesh segment is modeled with the single-π model and
has 2 nodes (figure 3.3). The number of mesh segments is 64×64 = 4096. Hence,
the number of nodes on the mesh is about 8200. Each FF contributes with three
nodes: one for the FF, one for the point where it is hooked to the mesh, and one
internal node in the π model. Thus FFs contribute about 300K nodes. Then, Ng =
308K.

By using a window W measuring 17×17, for a given location of W , let the number
of nodes in the Spice model be NW . As before, the mesh segments will contribute 8K
nodes to the model. However, only about 1/16 of the total FFs lie within W . Then,
only 7K FFs are modeled accurately. They contribute 21K nodes. The FFs outside
W do not contribute any additional nodes, since they are lumped at the nearest mesh
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Figure 4.3: Model for justifying SWS (CHEN et al., 2005)

Figure 4.4: Experimental data justifying SWS. Approximation A1 mimics SWS; A2

does not include model of the circuit outside the region of interest (CHEN et al.,
2005)

node. Then, NW = 29K. Thus, we see a 10× reduction in the model size using SWS.

Let us assume that Spice run-time is O(N1.5) to estimate the run-time of SWS.
Since the number of nodes reduces by a factor of 10, each window simulation is about
101.5 = 32 times faster than the golden model simulation. A total of 16 simulations
are required to cover the entire mesh. Thus we can expect an overall speed-up of 2 for
sequential execution on a single machine and a speed-up of 32 for parallel execution
(assuming 16 machines are available).

4.2.1 SWS Justification

To justify the basic idea of SWS, we performed a series of simple experiments on
0.13µ technology in the circuit in figure 4.3. An appropriately-sized buffer b drives
a series connection of i identical wire segments s (i is varied from 4 to 8), each of
length. The final node Ni fans out to p branches, where each branch contains a
single segment s. The value of p is varied from 1 to 7, and that of l from 100µ
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to 300µ. Nodes out and N1 through Ni mimic the nodes inside the window of
SWS, where we wish to make accurate delay measurements. The p branches mimic
the local FF-mesh connections outside the window. During simulation, each s is
replaced by a single-π model. This is the exact model. We measure the (rise) arrival
times at out and various Nj nodes (the waveform in the input of b serves as the
timing reference). These arrival times form the basis for determining the accuracy
of the next two approximations, in which the p branches are represented by simpler
models.

In the first approximation, we set the resistance of each of the p branch wires at
Ni to zero. This makes all the branch wires purely capacitive and effectively lumps
all branch capacitances at Ni. Let us call this approximation A1. A1 mimics the
basic idea of SWS, where the local connections to FFs are replaced by appropriate
capacitances at the nearest mesh nodes; the resistance components of local connec-
tions are set to zero. We measure the arrival times at various nodes Nj and compare
them with the corresponding values from the exact model.

In the second approximation, we remove all the branches. This mimics the
extreme choice that the region outside the window is completely eliminated and not
included in the model. Let us call this approximation A2.

We simulated the clock mesh exact model and the models obtained from A1 &
A2 for different values of l, i, and p. Figure 4.4 shows the percentage delay error at
various measurement nodes for A1 and A2. In all the experiments, delay errors for
the approximation A1 were found to be less than 0.5%. However, the errors for A2

were as high as 65%. The error is higher if s is longer (b vs. a), i is smaller (c vs. b),
or p is more (a vs. d). Also, the error increases sharply as the measured node shifts
to the right and gets closer to the branch region that is being approximated. This
confirms the basic premise of the window scheme: ignoring resistance of the local
FF wires outside the window introduces insignificant delay error, but completely
ignoring the region outside the window can result in large errors.

Note: It is not necessary to consider the length l of each segment s longer than
300µ. If l = 300µ, the wire between b and Ni has at least 4 copies of s and hence is
at least 1.2mm long. A repeater is inserted in the clock after 1.2mm to restore the
signal rise and fall times. As for each of the branches to FFs, skew considerations
dictate that these connections must not to be longer than 300µ.

4.2.2 SWS Accuracy

The circuit set-up in the last section included a single buffer driving a simple
tree of wire segments, it did not take into account loops and the multi-driver nature
of the mesh. In this section, we model the actual mesh architecture to check the
accuracy of SWS. The mesh size was set to 10×10, and the number of FFs to 10,000.
The FFs are placed randomly with a uniform distribution on a 10mm×10mm chip.
Mesh buffers are assumed to be present on every other mesh node and are sized
according to the load in the region around their respective mesh nodes. The flat
simulation for the entire mesh could finish, yielding the golden clock latency values
Lg(i) for each FF i. For SWS, we vary the window size from 2×2 to 10×10. For
each window size j×j, let LWj

(i) be the latency for FF i in the SWS. We compute
Emax, the maximum percentage error in latency over all FFs as follows:
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Figure 4.5: Maximum error without and with border for 10mm×10mm chip, 10×10
mesh, 10K FFs and a buffer on every other mesh node (CHEN et al., 2005)

Figure 4.6: Maximum error without and with border for 10mm×10mm chip, 10×10
mesh, 10K FFs and a buffer on every mesh node (CHEN et al., 2005)
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Figure 4.7: Window W and its border (CHEN et al., 2005)

Emax = maxi{
Lg(i)− LWj

(i)

Lg(i)
}×100 (4.1)

We plot the maximum error, Emax, for each window size j in figure 4.5 as bars
labeled without border. The size j = 10 means that the whole mesh is simulated
in its entirety by including accurate models for the connections to all FFs. In other
words, this simulation yields the golden latencies. It can be seen that Emax ranges
from 26% to 32%. Such large error values are unacceptable, given the stringent
accuracy requirements for the clock signal.

4.2.3 Improving SWS Accuracy

Analysis of flip-flops with large latency errors revealed that such FFs were almost
always close to the window boundary. SWS accuracy improves drastically when the
latencies of FFs on the border are ignored. So we enhanced the basic SWS by
expanding the original window W to W ′ by including a border around W , as shown
in figure 4.7. The window W ′ was modeled accurately. However, the clock latencies
were measured only for the FFs in the original window W . The latencies for FFs in
W −W ′ were not measured when they fall within the core of another appropriate
window.

We reran the above experiment with the border-enhanced SWS. The border was
chosen as one mesh segment along each one of the four window boundaries. As
shown in figure 4.5, bars labeled with border, the maximum error with the border
is less than 4.5% over all window sizes. Interestingly, the maximum error is almost
constant as the window size changes. Then, other criteria can be used to select an
optimal window size, as described in section 4.2.4.3.

As another set of results, in figure 4.6, we show the results for the same set-up
as before, except the mesh buffers are now present on every mesh point. Without
border, the maximum error ranges from 12% to 17% for different window sizes. With
the border, it is always less than 1%.

Intuitively, there are large errors in the region outside W ′. The border W ′ −W
provides a buffer zone between the outside region and W , through which the latency
inaccuracy reduces.
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4.2.4 Experimental Results

We have developed a clock mesh analysis tool which reads a chip specification
(e.g., chip dimensions), FF locations, technology information, mesh buffer sizes and
locations, and mesh parameters (such as mesh size, wire widths). It then uses Spice
transient simulation to compute clock latencies for the FFs with respect to the clock
source (which is connected to the inputs of all the mesh buffers). The computation
is based on the proposed sliding window scheme. Currently, it requires window size
as input. For each window location, the tool generates the Spice model for the
mesh, local wires and flip-flops within and outside the window. Unix shell scripts
were written to manage the sliding windows’ generation, simulation, and extraction
of clock latencies from the simulation output.

We designed our experiments to achieve three goals:

1. To show that our proposed scheme is accurate for measuring clock latencies.
For this, we need to use mesh and circuit instances that do not exceed the
capacity of Spice and can be completed in one single simulation.

2. To show examples where the (flat) simulation for the whole mesh could not
finish, but SWS could. Also, to study the CPU time and memory trade-offs
as a function of the window size.

3. To come up with a method for determining the best window size. The best
window size is the one that generates a Spice model within the machine’s
memory capacity, minimizes the error, and either a) minimizes the overall
simulation time, or b) minimizes the turn-around time for parallel simulation.

All the experiments were conducted in an industrial 0.13 technology.
A typical run of a circuit simulator (e.g., Hspice) session to simulate one Spice file

is called a simulation. A win-experiment is defined as the collection of simulations
resulting from sliding the window across the mesh to cover all the FFs, with a given
chip size, mesh size, FF count, window size and mesh buffer locations. The set of
win-experiments obtained when the window size is varied from 1 to the maximum
possible value is called an experiment. We carried out numerous experiments with
different values of chip size, mesh size, and FF count. Two chip sizes were used:
5mm×5mm and 10mm×10mm. Three different mesh sizes were used: 10×10,
18×18, and 26×26. FF counts of 1K and 10K (1K = 1000) were used. FFs were
placed randomly with a uniform distribution. Buffer steps used were 0 and 1; 0
means every mesh node has a mesh buffer and 1 means every other mesh node has
a buffer. Due to lack of space, we only present results for a selected window size for
each experiment. This window size was picked to minimize an average of percentage
maximum error, percentage average error and CPU time. The following labeling
scheme was used for an experiment. For instance, the experiment with the chip size
of 10mm×10mm, FF count of 10K, mesh size of 10×10, and a buffer attached to
each mesh node was labeled c10 f10 m10 0. The accuracy results for this experiment
were shown in figure 4.6 for all window sizes.

4.2.4.1 Accuracy

Figures 9 and 10 have already shown SWS accuracy results for experiments
c10 f10 m10 1 and c10 f10 m10 0 respectively over all window sizes. Figure 4.8
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Figure 4.8: Accuracy of SWS for different experimental settings (CHEN et al., 2005)

shows results for different experiments, but only for the selected window size (as de-
scribed above) when running SWS without including the border. It can be seen that
the maximum error in most of the cases is below 2.5%. However, for c10 f10 m10 1,
the maximum error is 27.5%.

We reran all the experiments using border-enhanced SWS, with a border of 1.
For all the experiments except two, the maximum error is now below 1%. The other
two experiments had maximum errors of 2.9% and 1.8%. Although not reported
in the figures, for any given FF, the difference between the golden latency and the
SWS-computed latency was less than 1ps almost always. The 2.9% error case was
an exception, where a delay difference of 7ps was seen: the golden latency for a FF
was 233ps, but the SWS computed a latency of 226ps. These results show that the
border-enhanced sliding window scheme is extremely accurate for computing clock
latencies.

4.2.4.2 Large (Mesh + Design) Instances

Another experiment was run using a 65×65 mesh with 100K FFs placed ran-
domly with a uniform distribution on a 1.1GHz Sparc64-V with 4GB main memory.
The goal of this experiment was to demonstrate that there are cases where the flat
golden simulation cannot complete, but SWS can. For SWS, window sizes equal
to 8×8, 16×16 and 32×32 were evaluated. We used Hspice from Synopsys for this
experiment. It was found out that Hspice could not complete the flat simulation
for the whole 65×65 mesh. Hspice used up more than 2GB of memory and aborted
after 36 hours. Note that 2GB is the address space limit of the Hspice binary we
used. In figure 4.9, we plot the total execution time for the win-experiment for each
window size. Note that 64, 16, and 4 simulations are required for the window sizes
8×8, 16×16 and 32×32 respectively. We also show the maximum execution time for
a single simulation (i.e., for a fixed location of the window). If different simulations
for a given mesh could be done in parallel in different machines, the execution time
would be determined by the maximum CPU time for simulating a single window
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Figure 4.9: CPU time as a function of the window size. Total CPU time is relevant
for sequential execution. Max single CPU time is the turn-around time, assuming
maximum parallel processing. (CHEN et al., 2005)

Figure 4.10: Memory usage as a function of window size (CHEN et al., 2005)
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Table 4.1: Runtime on a real design with about 300K FFs. Parallel execution
assumes 4 processors.(CHEN et al., 2005)

Mesh size Execution Time
Sequential Parallel

65×65 6h48min 1h46min
129×129 20h22min 5h18min

location. The maximum memory required by the simulator is shown in figure 4.10.
The amount of memory shown for the flat simulation (i.e., window size 64) is a lower
bound, since the simulation did not finish.

We note from these plots that as the window size increases, the amount of mem-
ory needed for the simulation increases and so did the simulation time for a fixed
window location. This was expected, since a larger window covers more FFs whose
connections to the mesh are modeled accurately in SWS. Hence the size of the Spice
model and the execution time grew. However, the total time over all simulations
tends to be large for small window sizes and goes down as the window size increases
to half the mesh size. This happens because the number of simulations for the whole
mesh also reduces with increasing window size.

We also tested the sliding window scheme in a real design, which had almost
300K FFs. The cell and FF placement had already been done using a commercial
placement tool. We used two differentmesh sizes: 65×65 and 129×129. The execu-
tion time is reported in table 4.1 for two cases: sequential execution in one machine
and parallel execution assuming 4 machines. The table shows that SWS can handle
real designs overlaid with fine-grain clock meshes. Parallelization, even with only 4
machines, can make the turnaround time practical.

4.2.4.3 Optimal Window Size

The main advantage of SWS is to be able to accurately simulate large meshes and
designs that cannot be completed with a flat simulation. So the first requirement on
the optimal window size is that the resulting model fits in the main memory. Next,
we would like to complete the simulations quickly. As for accuracy, we note from
figures 4.5 and 4.6 (with border) that the SWS accuracy does not depend on the
window size, and hence it is not a determinant of window size.

It is clear from section 4.2.4.2 that a smaller window simulates much faster than
a bigger one. So for parallel simulation, it is better to pick small window sizes. A
smaller window also yields smaller simulation model. On the other hand, larger
windows tend to have smaller total simulation time. So they are preferable for
sequential simulation, as long as the SWS model fits in the machine memory.

4.2.5 Conclusions

Analysing clock mesh of a large industrial design has been a difficult problem. In
this study, we presented a new sliding window scheme to analyse the latency in clock
meshes. We showed that Hspice could not finish on a 65×65 mesh with 100K FFs.
It needed more than 2GB of memory. Our technique could complete in less than
1.5 hours within 1GB memory. The border-enhanced SWS, when applied to smaller



73

instances of mesh and FFs, almost always comes within 1% of the delay computed
from the Spice simulation of the complete mesh. We also proposed strategies for
selecting the optimal window size, which take into account the total machine memory
and the degree of parallelization. We applied our scheme successfully on a large,
real industrial design. Our technique extends the capability of Spice in handling
large (RLC) clock meshes and designs. Finally, our scheme is naturally suited for
parallelization and achieves a turn-around time of less than 2 hours on a design
with almost 300K FFs and with a 65×x65 mesh. Thus, our scheme effectively solves
the problems associated with traditional clock mesh analysis. This should enable
widespread use of clock mesh architectures in ASIC and processor designs.

Our technique can be further improved to reduce the memory requirement and
run-time as follows.

1. We can reduce the complexity of the model by simplifying the region of the
mesh outside the window. For instance, each mesh segment outside the window
could be modeled always as a single-π, instead of the current threshold-length-
triggered switch between single-π and 3-π models.

2. We need to explore the applicability of linear and non-linear model order reduc-
tion techniques in the context of the mesh. These techniques could potentially
reduce the model size and help speed up the clock mesh analysis.

3. With technology scaling, the variations in voltage, temperature, and crosstalk
noise lead to clock jitter. We plan to work on jitter measurement in clock
meshes.

4.3 Related Works

The work presented in section 4.2 was the first to address the problem of clock
mesh analysis. Later other works were published about this topic. This section
presents other solutions to speedup clock mesh simulation and enable the simulation
of large clock meshes.

4.3.1 Accelerating Clock Mesh Simulation Using Matrix-Level Macro-
models and Dynamic Time Step Rounding

This work was presented in (YE et al., 2008). It presents a mathematical ap-
proach to speedup the transient simulation of clock meshes. Clock mesh simulation
is expensive due to the large number of elements used to model the clock mesh and
also due to the non-linear equations that model the behavior of mesh buffers. This
work proposes to speedup mesh simulation by computing a simplified model for the
linear components of the clock mesh, therefore reducing the number of equations
that need to be solved when the non-linear part is solved.

Figure 4.11 shows linear and non-linear part of the circuit and shows which part
is replaced by the macromodel. The size of the macromodel is determined by the
number of ports in the linear part of the clock mesh.

The macromodel can be efficiently computed because the linear modified nodal
analysis equations form a symmetric positive definite (SPD) matrix. A SPD matrix
can be efficiently solved by using Cholesky factorization (GOLUB; LOAN, 1989).
This is not possible if linear and non-linear equations are solved together. Cholesky
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Figure 4.11: Macromodel for linear part (YE et al., 2008)

Table 4.2: Runtime comparison between macromodel-based simulation and SPICE
simulation (YE et al., 2008)

Ckt #nodes #elements #drivers Spice Macro. Speedup
Runtime Runtime

ckt1 400 1200 2 8.736s 1.008s 8.67
ckt2 1000 3000 6 63.885s 4.654s 13.73
ckt3 2500 7500 20 727.24s 34.18s 21.28
ckt4 6500 20K 30 1h18min 114.84s 40.66
ckt5 40K 120K 100 4h21min 778.16s 20.15
ckt6 70K 200K 150 7h30min 1149.91s 23.48

factorization solvers are, in practice, a few times faster than generic LU solvers.
After computing the macromodel, the macromodel is computed it is combined with
the nonlinear circuit equations and then solved using Newton-Raphson method.
Since the macromodel is a reduced set of equations a large speedup is gained in
comparison to applying Newton-Raphson method to the initial set of equations.

It should be noticed that the macromodel for the linear part of the mesh has to be
recomputed for each different time step. Dynamic time steps algorithms are widely
used to enhance simulation efficiency and accuracy. To prevent the macromodel to be
recomputed for every time step change the macromodel is precomputed for a fixed set
of time steps and then the dynamic time steps are approximated by the closest pre-
computed time step smaller than the desired time step. The time step range can be
divided by geometrically spaced time steps, e.g., for a range of time steps [hmin, hmax]
the set of time steps is going to be {hmin, 2

1×hmin, 2
2×hmin, ..., 2

n×hmin}, so that
2n×hmin ≥ hmax. By using geometrically spaced time steps the total number of time
steps at which the macromodel needs to be computed is 1 + ⌈log2(hmax/hmin)⌉.

Table 4.2 presents a runtime comparison between a SPICE simulation and the
proposed technique using dynamic time step computation. It can be seen that the
proposed technique can reach a 40× speedup factor.

The proposed technique has shown to be effective in reducing mesh electrical
simulation time. No approximation is made during the macromodel generation
then no error is introduced in the simulation. In comparison to other techniques
this technique has the disadvantage of not enabling parallel simulation. Besides
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it requires the user to implement its own simulation environment. It should be
also noticed that the proposed methodology is not able to compute the waveforms
at nodes inside the macromodel. A post-processing step is required to derive the
waveforms observed at the clock sinks.

4.3.2 Analysis of Large Clock Meshes Via Harmonic-Weighted Model
Order Reduction and Port Sliding

This paper presents a model order reduction technique based on harmonic weight-
ing combined to a port sliding technique which increases the method scalability (YE
et al., 2007). The harmonic-weighted model order reduction weights the importance
of each frequency domain harmonic on specific waveform characteristics. The model
order reduction is performed in such a way that selected waveform characteristics
are preserved. The port sliding technique is used to compute the waveform in the
mesh buffers output. The port sliding technique comes from the observation that
computing a compact multi-port model for the whole mesh is a complex task when
the number of ports is high.

The overall algorithm for the proposed analysis methodology presented in (YE
et al., 2007) is shown in figure 4.12. The first step of the algorithm is to compute the
weights for each harmonic for a general clock waveform in such a way that the delay
estimation error is minimized. Then for each mesh buffer i the output waveform
is estimated using approximation techniques for elements with small influence over
the buffer under evaluation. The final step relies on analyse the whole mesh and
compute the waveform at the clock sinks.

Input: Full Model: G, C, B, L; f0, Ctrl fac: κ, Red-mod. size: SR

Output: Reduced order model: G̃, C̃, B̃, L̃
Compute W ′

ks using harmonic sensitivities equations1

V ← [ ]2

for each input i do3

Compute the transfer function at dc: Vi ← TF (0, i)4

for each harmonic k, k = 1, ..., Nh do5

Compute the transfer function: TF (k, i)6

Vi ← [Vi, Re{TF (k, i)}, Im{TF (k, i)}].7

end8

Normalize each column in Vi and multiply each column using the9

corresponding weight Wk.
Perform singular value decomposition (SVD) on the weighted Vi matrix:10

Vi,w = Pi

∑

iQ
T
i .

Keep the first k dominant singular vectors in Pi: V ← [V [pi,1, ..., pi,k]].11

end12

Perform SVD on V = P
∑

QT .13

Keep the first SR dominant singular vectors X of P , X = [pi, ..., pSR
] for14

model reduction: G̃ = XT GX, C̃ = XT CX, B̃ = XT B, L̃ = XT L

Figure 4.12: Harmonic-Weighted Model Order Reduction

Three different approaches are proposed to simplify circuit elements with small
influence on the buffers under evaluation, a driver merging strategy, an importance-
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Table 4.3: CPU time comparison of CSAV and Hspice (unit: second) (ZHANG
et al., 2008)

ckt Size # Drivers Spice Comb. merge and MOR
runtime ave. err max err

mesh2 27K 53 2h2min 17min40s 0.4ps 2.2ps
mesh3 50K 100 3h 28min52s 0.8ps 2.5ps
mesh4 100K 100 6h30min 40min16s 0.6ps 1.9ps
mesh5 300K 200 NA 3h10min - -

weighted model reduction and a combination of both techniques. The driver merging
technique relies on merging far away mesh buffers into a single effective mesh buffer
with size equal to the sum of the sizes of the merged drives. The importance-
weighted model reduction consists in using only the DC and the first order moment
to model far away buffers. As mentioned earlier, both techniques can be used in
combination.

The proposed techniques were shown to be effective in speeding up the character-
ization of clock meshes and enabling the characterization of large clock meshes. The
error introduced by this technique is very small. Table 4.5 reports the runtimes and
errors associated with this technique. We can see that the error with the combined
simplifications associated to the port sliding method produces an error of at most
2.5ps for the tested circuits.

The proposed methodology doesn’t require any simplification to be applied to
the mesh buffer, unlike most of other works. This methodology is more scalable
than other works since it computes the waveforms at the output of the mesh buffers
independently. The waveform computation in the output of mesh buffers can be
parallelized, improving the speedup in comparison to the Spice simulation.

4.3.3 A Frequency-domain Technique for Statistical Timing Analysis of
Clock Meshes

This work presents a frequency domain technique to analyse clock mesh timing
in the presence of variations (WANG; KOH, 2007). The authors claim that their
work presents the following contributions:

• Formulates a second order timing model for the sink arrival time with respect
to wire width and input arrival times.

• Computes the mean and covariance expressions for clock arrival time at the
clock sinks considering mesh wire width and input signal arrival time varia-
tions.

• When compared to Monte Carlo simulations the proposed statistical timing
analysis technique can reduce execution time by orders of magnitude with
only 1% error in the mean estimation and 3% error in the standard deviation
estimation.

The method models the input clock signal arrival times and the wire widths by
Gaussian distributions. Mesh wires are modeled using the single-π model shown in
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Figure 4.13: π-model used to model mesh wires (WANG; KOH, 2007)

figure 4.13. Mesh drivers are replaced by 1/T -periodic voltage source with rise/fall
time of τ . For convenience the Thevenin equivalent is replaced by the Norton’s
equivalent using that IN = VTH/RTH , RTH = RN .

In the next step all input current sources are translated to the frequency domain
by a Fourier transform, to keep the equations consistent to the equations presented
in the paper the physical time is represented by t′:

I(t′) =
∑

k=0,±1,±2,±3...

diag[ejkw0(t′−s)]·Ik (4.2)

In 4.2 diag(v) denotes a diagonal matrix with the diagonal being the vector

v and kw0 is the k-th order harmonic angular frequency. For k 6= 0, I
(k)
i =

−2T×Ci×V dd×sin(kw0τ/2)/(τk2π2)j and I
(0)
i = Gi×V dd/2 (TANG; FRIEDMAN,

2000). For the k-th harmonic the voltages at the clock sinks can be computed by
solving the complex linear equation:

G(k)·V (k) = I(k) (4.3)

In 4.3 Gk is the admittance matrix. The arrival times at the clock sinks can be
obtained by letting Vi(t

′) = V dd/2 and solving for t′. Tipically, only few harmonics
are required to achieve sufficient accuracy.

A methodology to compute the admittance matrix as a function of wire widths
and arrival times is presented in (WANG; KOH, 2007) but it will not be shown here.
(WANG; KOH, 2007) also discusses how to compute the covariance matrix for the
clock sinks.

Experimental results show that with more than 33 harmonics the error in the ar-
rival time estimation is close to 0 for a deterministic arrival time computation. The
statistical analysis was compared to the Monte Carlo, the proposed methodology has
presented an error smaller than 1% in the mean estimation and smaller than 3% for
the standard deviation estimation. The authors have shown a great speedup com-
pared to Spice simulation runtime. Table 4.4 shows the runtime comparison among
4 different approaches. It should be noted that the Montecarlo simulation reported
in table 4.4 consists of Monte Carlo runs using the frequency domain method pro-
posed by this work, which is considered a golden measure since a single run of the
frequency domain method was shown have an error smaller than 1%.
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Table 4.4: Runtime comparison. Time Unit: Seconds (WANG; KOH, 2007)

Mesh size Proposed 1K MC Hspice 100 MC SWS 100 MC

30 x 30 13 668 3499 3681
50 x 50 40 2003 12298 35417

100 x 100 219 10028 fail > 3 days
150 x 150 675 32844 fail > 5 days
200 x 200 1541 89063 fail > 5 days
300 x 300 6538 > 5 days fail > 5 days

Although the proposed methodology has shown to be accurate in comparison to
Spice simulation the error introduced by replacing the inverter by a current source
in parallel with a resistor was not studied. Current source models are used as timing
model for gates and buffers in combinational circuits, the clock mesh, on the other
hand, presents several loops connecting the inverters output. When a skewed signal
is applied to the clock mesh, short circuit currents will flow among the different
inverters. The current source model may present a large error in the presence of
short circuit currents.

Another important aspect overlooked by the author is the effect of increasing
the number of elements in the mesh model. In the experiments performed in the
paper the author computes arrival times at the intersection of the mesh wires, there
are no flip-flops in the model. By not including the flip-flops, the total number of
elements in the model is drastically reduced. If the number of elements increases
the method proposed in this work could face memory problems.

4.3.4 Clock Skew Analysis via Vector Fitting in Frequency Domain

A frequency domain analysis methodology for fast simulation of clock networks
is presented in (ZHANG et al., 2008), this method is called CSAV. The proposed
technique is able to speedup the simulation not only for clock meshes but also for
the clock tree. The proposed method relies on solving the frequency domain state
equation in a few points and then applying a vector fitting technique to derive
the rational approximate (GUSTAVSEN; SEMLYEN, 1999). Vector fitting and
waveform recovery are applied only to the critical sinks of the clock network.

Figure 4.14 shows the flow used to analyse the clock network. The first step relies
on transforming input excitations from the time domain to the frequency domain.
In order to do that, input stimuli are assumed to be ramps. The Laplace transform
for ramp signals are known, the Laplace transform for the ramp signal shown in
figure 4.15 is expressed by the equation 4.4. By assuming the input stimuli are
ramps, error is introduced in the analysis.

V in(s) =
E

(t1 − t0)s2
e−st0 −

E

(t1 − t0)s2
e−st1 −

E

(t3 − t2)s2
e−st2 +

E

(t3 − t2)s2
e−st3

(4.4)
The next step relies on solving the system equation, shown in equation 4.5, in

the frequency domain. Clock buffers are replaced by a linear current/voltage source
in parallel/series to a resistor. Solving equation 4.5 is computationally costly due
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Figure 4.14: Clock skew analysis via vector fitting flow (ZHANG et al., 2008)

Figure 4.15: Ramp signal waveform (ZHANG et al., 2008)
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to large circuit size and the matrix inversion operation. In order to minimize the
number of matrix operations the system equation will be solved only to selected
frequency points.

x(s) = (sM + G)−1PVin(s) (4.5)

After solving the system equation for the selected frequency points the frequency
response is approximated for the intermediate points by vector fitting. Vector fitting
is a numerical method for rational approximation in the frequency domain. The
vector fitting and the frequency point selection is performed in such a way that the
maximum error allowed in the estimation is 1% when compared to Spice.

The inverse Laplace transform is applied after the vector fitting was performed.
The output waveform is computed in the time domain using equation 4.6, in which
Na is the order of approximation for vector fitting.

vout(t) =
Na
∑

i=1

cie
a1t, t > 0 (4.6)

By assuming that a fixed time step will be used and that Nt time steps are
required equation 4.6 can be rewritten to:

Ei = eai∆t (4.7)

vout(Nt∆t) =
Na
∑

i=1

ciE
Nt

i (4.8)

Solving equations 4.7 and 4.8 is less computational expensive than solving equa-
tion 4.6 because, since the time step is fixed, the exponential in equation 4.7 needs
to be computed only once. In order to speedup even further the analysis of clock
networks the authors propose to apply the vector fitting step only to the set of the
5% most critical paths. Non critical paths have a larger slack and therefore can
tolerate a larger error on the clock skew estimation.

The proposed methodology was able to achieve larger speedup when compared
to hspice simulation time. Error was kept within 1% of the ”golden” hspice values.
Table 4.5 reports the speedup and runtime values for a set of benchmark circuits.
Table 4.5 reports CSAV vs. Hspice runtimes for both, clock trees and clock meshes
test cases. The Bounded Skew Clock Tree Routing algorithm proposed in (CONG
et al., 1998) was used to create the clock trees. Clock meshes were created using a
regular structure.

In the circuits s1234, s3578, s15850, r4 and r5 clock distribution is done by a
clock tree only. Circuits m80, m100, m120, m150 and m200 are the same circuits
used in the tree-only evaluation with the inclusion of a clock mesh. The CSAV
execution time is reported individually for each step, Tp stands for the time to solve
the frequency domain equation. (Tv + Tw) is the time required by the vector fitting
and waveform recovery, this time is linearly dependent on the number of paths being
evaluated. In this experiment only the 5% most critical paths are being treated.
CSAV runs up to 35× faster than the Spice simulation. The largest speedups are
observed on circuits containing a clock mesh.

Although CSAV can greatly reduce clock network analysis time with great ac-
curacy this method may not support very large clock meshes. Memory constraints
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Table 4.5: CPU time comparison of CSAV and Hspice (unit: second) (ZHANG
et al., 2008)

Test Case Hspice CSAV Speed-up for
CPU time Tp (Tv + Tw) Nout

Ntotal
= 5%

s1423 0.78 0.16 0.029 2.15
s5378 2.08 0.34 0.037 2.07
s15850 22.45 2.39 0.038 4.81

r4 277.15 18.49 0.041 10.55
r5 668.71 46.78 0.067 9.90

m80 338.14 7.55 0.053 13.80
m100 681.17 13.27 0.038 21.10
m120 1342.06 23.67 0.037 26.68
m150 2965.53 43.03 0.037 35.03
m200 9352.85 132.75 0.069 34.54

may still prevent the evaluation of large clock meshes. Besides, the inaccuracy in-
troduced by replacing mesh buffers by linear circuits was not studied. It is expected
that replacing mesh buffers by linear elements adds large inaccuracy especially when
short circuit currents are observed.

4.4 Conclusions

Altough the Sliding Window Scheme (4.2) was the first method proposed to
address the problem of clock mesh simulation it still is one of the most advantageous
methods. All methods presented in section 4.3 require the user to implement his
own simulation environment while the SWS can be implemented with minimum
effort using any electrical simulator. However, all the other four methods presented
a greater speedup than the SWS.

It should also be noticed that SWS is more accurate than the methods presented
in sections 4.3.3 and 4.3.4 since both methods require mesh buffers to be linearized.
The SWS is also more scalable than all other methods except the one in section
4.3.2, since only the SWS method and the method in section 4.3.2 use a divide-and-
conquer heuristic.

The works presented in sections 4.3.1 and 4.3.2 use model reduction techniques
to speedup clock mesh simulation while the works presented in sections 4.3.3 and
4.3.4 use frequency domain techniques. Model order reduction techniques are prone
to be more accurate than frequency domain techniques since the mesh buffer doesn’t
need to be linearized. On the other hand, frequency domain techniques seem to be
able to achieve a greater speedup.
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5 CLOCK MESH OPTIMIZATION STRATEGIES

Although clock meshes are very important in the design of low skew and variabil-
ity tolerant clock distribution systems not much work has been made in optimizing
it. Besides, most of the work done in the optimization of mesh based networks focus
on optimizing a clock mesh without considering the characteristics of the driving
tree.

This thesis presents a new approach for clock mesh optimization. Instead of
optimizing it considering only the clock sink positions and mesh size distribution
profile the optimization is done considering the clock arrival times at the mesh
buffers. Two optimization techniques are proposed here focusing on minimizing
short circuit currents between different mesh buffers when clock signal presents
different arrival times at each mesh buffer.

In the next section we will discuss the short circuit currents between different
mesh buffers observed when a skewed signal is applied to a clock mesh. A mesh
buffer sizing methodology focused on the reduction of inter-buffer short circuit cur-
rents is presented in section 5.3. In section 5.4 a new mesh buffer design that
prevents short circuit currents between different mesh buffers is presented. To the
best of our knowledge, the works presented in sections 5.3 and 5.4 are the first
ones to address the problem of reducing short circuit currents in mesh-based clock
distribution architectures.

5.1 Related Works

Previous works have been done for clock mesh optimization. This sections de-
scribes two different methodologies to optimize clock meshes. Unlike the methods
described in sections 5.3 and section 5.4 the methods described here optimize clock
meshes without using any information about the clock network driving it.

The method in section 5.1.1 proposes a mesh buffer placement and sizing al-
gorithm along with a mesh reduction technique which removes some of the mesh
redundant edges. A simplified driver model is proposed to speedup clock mesh
analysis. Section 5.1.2 presents an algorithm for computing a good initial size for
the clock mesh and an improved mesh reduction algorithm based on a sensitivity
analysis. The work presented in section 5.1.2 shows a significant improvement in
comparison to the method described in section 5.1.1.
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5.1.1 Combinatorial Algorithms for Fast Clock Mesh Optimization

This work was published in (VENKATARAMAN et al., 2006). It presents a
set-cover based algorithm for mesh buffer placement and sizing along with a mesh
reduction technique using survivable network theory. Also, a mesh buffer model
able to speedup Hspice simulation up to 65× is presented.

For a given buffer library each mesh buffer available in the library is characterized
by a given driving strength. The mesh buffer placement/sizing relies on finding a set
of mesh buffers and positions that cover the whole set of clock sinks and minimize
the sum of mesh buffers input capacitances. Mesh buffers can be placed only on
mesh grid nodes (i.e, the spot where a horizontal mesh wire crosses a vertical mesh
wire).

The mesh buffer library is limited to a fixed number of mesh buffer sizes. Since
mesh and local wiring are not affected by mesh buffer positions and sizes, the only
effect of mesh buffer sizing and placement is to minimize the overlaps between the
covering regions of adjacent buffers and to assure that there will be no clock sink left
uncovered. The amount of overlaps between the cover regions of different buffers
happens as a consequence of the limited number of mesh buffers. If unlimited sizes
of mesh buffers were available, any set of buffer locations could generate a minimum
cost solution if mesh buffers were properly sized.

This can be seen in the following example. Assume a mesh buffer library L
with n mesh buffers, L = (l1, l2, ..., ln). For a given set of m buffers positions
P = (p1, p2, ..., pm) the cost of a solution using placement P is given by cost =
∑m

i=1 (best size(L, i)− opt size(i)), in which best size(L, i) returns the best size in
L to drive the region buffer i is responsible. If unlimited buffers sizes are available,
then best size(L, i) − opt size(i) = 0 and therefore cost = 0. This means that for
any buffer placement solution the minimum cost can be achieved.

The second important contribution of this paper is an edge removal algorithm
based on survivable network theory. The mesh reduction problem attempts to re-
duce the total number of mesh edges while keeping a minimum number of buffers
connected to each clock sinks through minimum distance paths. Two parameters
are used to control the mesh reduction step, l and k. The edges are removed from
the clock mesh such that for any given clock sink si there are at least k mesh buffer
locations connected to si through l disjoint paths. Only drivers whose distance from
the clock sink si is smaller than Lmax are counted as one of the k buffers. The mesh
reduction problem is solved by using any Steiner Network Optimization algorithm.
More details can be found in the paper (VENKATARAMAN et al., 2006).

Mesh reduction is a powerful tool to exchange skew and power consumption,
however, its applicability is limited. Mesh reduction effectiveness is highly dependent
on the number of clock sinks within a clock mesh square. If the clock mesh wiring
is denser than the clock sink distribution many edges in the clock mesh are likely to
be removed. If the clock sink distribution is denser than the clock mesh most likely
no clock mesh edges are going to be removed.

A mesh buffer model was proposed to speedup spice simulation. Mesh buffer
modelling is a very complex problem. Besides providing a model that can precisely
compute slew times and delays, the mesh buffer model has to accurately model
the interaction between the different mesh buffers. The author proposes to use the
model presented in (LI; ACAR, 2005). The buffer model is illustrated in figure 5.1.
The first stage is composed by a variable capacitance to model mesh buffer input
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Figure 5.1: Proposed clock driver model (VENKATARAMAN et al., 2006)

Table 5.1: Buffer model vs. HSPICE comparison (VENKATARAMAN et al., 2006)

Circuit # Sinks Mesh Runtime Speedup Max Err Avg Err
Size Hspice Model (%) (%)

s9234 135 9×9 10.8 0.23 47.13 4.34 1.49
s5378 165 10×10 3.9 0.41 9.54 2.83 1.36
s13209 500 30×30 145.6 4.59 31.73 7.15 2.01
s15850 566 30×30 84.8 4.86 17.45 4.54 1.34
s38584 1426 40×40 590.9 12.75 46.35 3.63 1.00
s35932 1728 40×40 934.4 15.08 61.96 5.92 1.52

Average 753.3 27×27 295.1 6.32 35.69 4.74 1.45

capacitance. The second stage is a linear delay line which is included to model
the intrinsic delay of the mesh buffer. The final stage is the driver stage. It is
composed by a variable current source in parallel to a variable capacitance. The
variable capacitance and the voltage dependent current source are both described
by two dimensional look-up tables. Both, capacitance and current, are dependent
on the final stage and second stage output voltages.

The proposed mesh buffer has presented a large speed-up with a high accuracy.
Table 5.1 shows runtime and accuracy for the proposed mesh buffer model for a set
of benchmark circuits. The maximum error observed is of at most 7.15%, while the
average error is 1.45%. The average speed-up was about 35×. Since the maximum
error can be relatively big the buffer model is not adequate for accurate analysis,
however, it can be used to provide a fast timing estimation helping the user to
experiment with different mesh reduction parameters.

(VENKATARAMAN et al., 2006) shows experimental data reporting that the set
covering algorithm can meet slew constrains within 2.52% with few seconds runtime.
As mentioned before the importance of the buffer placement and sizing algorithm
decreases as the number of mesh buffer sizes available in the library increases.

The power improvement and slew penalty observed when the mesh reduction
algorithm is applied is reported in table 5.2. By looking at the power reduction
numbers it can be noticed that the mesh wire reduction algorithm allows the designer
to trade between power consumption and clock skew. This paper contributes to
allow designers to better tune clock mesh based architectures according to each
design constraints. However mesh wire reduction method may only be effective for
very dense clock meshes.
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Table 5.2: Results for mesh reduction (VENKATARAMAN et al., 2006)

Circuit Wire length (mm) Power (mW ) Skew (ps)
Orig. Red. % Imp Orig. Red. % Imp Orig. Red. % Imp

s9234 30.4 27.2 10.5 7.13 6.7 6.1 110.97 124.1 -11.8
s5378 32.3 24.9 22.85 7.81 6.72 13.96 103.23 128.06 -24.0
s13207 153.5 109.5 28.62 30.3 23.8 21.47 86.94 95.81 -10.2
s15850 164.7 100.8 38.8 33.2 23.8 28.13 86.36 106.64 -23.5
s38584 371.9 262.5 29.41 78 60.9 21.99 122.72 130.7 -6.5
s35932 427.9 321.3 24.91 92.4 74.3 19.58 118.99 134.65 -13.2

5.1.2 MeshWorks: An Efficient Framework for Planning, Synthesis and
Optimization of Clock Mesh Networks

(RAJARAM; PAN, 2008) Meshworks presents mesh optimization strategies to
further improve the clock mesh design in comparison to (VENKATARAMAN et al.,
2006). Meshworks proposes solutions to address the problem of finding a good initial
mesh and to achieve a smooth trade-off between power and skew. Experimental
results demonstrate that a further improvement of 26% in buffer area, 19% in wire
length and 18% in power can be achieved in comparison to (VENKATARAMAN
et al., 2006).

The initial clock mesh planning algorithm address the problem of obtaining a
clock mesh with minimum routing and buffer resources such that design constraints
are satisfied. The basic algorithm used to find the initial mesh configuration is
shown in figure 5.2.

Input: Lmax, Lmin, Smax

Output: m, n
Get m, n such that total wire length from equation 5.1 is ≈ Lmin ;1

Using the current m, n obtain Ltot using equation 5.1;2

if Ltot ≥ Lmax then3

Print ”Relax design constraints”;4

Quit;5

end6

Obtain value of Skbound from Equation 5.2;7

if Skbound ≤ Smax then8

Return m,n;9

else10

Increment values of m, n by 1 and go to step 2;11

end12

Figure 5.2: The top-level algorithm of selecting the initial mesh size (RA-
JARAM; PAN, 2008)

The m and n parameters define respectively the number of lines and columns
of a clock mesh. The algorithm start by setting m and n to the value that leads
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to the smaller total capacitance by using equation 5.1. Then, total wire length
is computed. If total wire length, Ltot is greater or equal to the maximum wire
length constraint, Lmax, design constraints should be relaxed and the procedure is
aborted. Otherwise, a skew upper bound estimation is computed to the given mesh
size, m×n, using equation 5.2. If the skew upper bound is smaller or equal to the
maximum skew constraint the algorithm successfully finishes, otherwise the number
of columns and lines is incremented by 1 and the new mesh wire length is computed
starting the process again.

Ltot = Lmesh + Lstub = m·Xbound + n·Ybound +
N

∑

i=1

Li
stub (5.1)

Skbound = [Max(Dp(CLmax
p ))−Min(Dq(CLmax

q−1 ))]+Delay(Dmax)+IntDel(Lmax
stub , C

max
L )

(5.2)
Equations 5.1 and 5.2 were obtained from (RAJARAM; PAN, 2008). Equation

5.1 computes the total wire length, Ltot, for a given mesh size m×n for a design in
which the clock sinks are spread over a region delimited by Xbound, Ybound. Equation
5.2 presents an approach to estimate the worst case skew given the maximum possible
difference between the delays of two mesh buffers, the maximum distance between
a clock sink and the nearest mesh buffer and the maximum stub length, Lmax

stub . The
first part of equation 5.2, [Max(Dp(CLmax

p )) − Min(Dq(CLmax
q−1 ))], estimates the

maximum skew caused by the different delays of mesh buffers. The second term,
Delay(Dmax) computes the skew caused by the distance from the clock sink to
the clock driver, while the term IntDel(Lmax

stub , C
max
L ) adds the skew caused by the

different delays presented by a short stub driving a small load versus a long stub
driving a large load.

Besides proposing the algorithm to find a good initial mesh size Meshworks pro-
poses a modified cost function to be applied to the set cover algorithm. (VENKATARA-
MAN et al., 2006) searches for any solution that minimizes the total sum of mesh
buffer input capacitances while Meshworks proposes to prioritize the insertion of
smaller mesh buffers instead of larger ones. By prioritizing the insertion of smaller
buffers mesh buffers more buffers will be inserted in the clock mesh and therefore
mesh buffers tend to be closer to clock sinks. Reducing the distance between mesh
buffers and clock sinks reduces the attenuation due to the clock mesh wire resistance
and capacitance. The modified cost function and a more detailed explanation about
the effect of using distributed buffers instead of larger lumped ones can be found in
(RAJARAM; PAN, 2008).

A network sensitivity based approach was proposed to reduce the number of
redundant edges in the clock mesh. If the sensitivity of clock arrival time at the
clock sinks with respect to the width of mesh edges are computed the mesh edges
with smaller influence on arrival times can be removed. The most straightforward
way to compute the sensitivity of clock arrival times with respect to the mesh edges
width is by perturbing each parameter individually and evaluate its effect on de-
lays. Meshworks propose a more computationally efficient method which is based
on (LEEDS; UGRON, 1967). Also, Meshworks proposes to use Elmore delay to
compute the clock arrival times sensitivity with respect to the mesh wire widths.

The required steps to perform the sensitivity analysis according to (RAJARAM;
PAN, 2008):
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1. Identify and lump clock sink clusters. This reduces the total number of ele-
ments in the mesh model speeding up the sensitivity analysis.

2. Replace all mesh buffers by a linear model.

3. Obtain Elmore delays sensitivities for every lumped sink cluster w.r.t. to every
mesh edge. LU factorization is used to solve the linear system enabling the
reuse of the factorization among every mesh edge.

4. Sort mesh edges in a sensitivity increasing order. Mesh edges are removed
such that removed edges are at least N mesh nodes away from each other.
This requirement prevents interactions between removed mesh segments, i. e.,
the only mesh segment far away from another removed mesh segment can be
removed to make sure that the mesh segment sensitivity was not affected.

5. By removing mesh edges the total load driven by each mesh buffer is reduced.
A post processing sizing step is performed to reduce the size of mesh buffers
whose covering region overlaps with another mesh buffer.

To reduce inaccuracy of Elmore delays estimates, a buffer model containing 2
resistors and 2 capacitances and a signal source is proposed. Experiments comparing
the accuracy of the proposed model with actual inverters show that the proposed
buffer model leads to an error in the order of 3ps in the sink’s delays during a spice
simulation. The author claims that the proposed buffer model can better model the
iteration between the different mesh buffers, however more experiments are required
to sustain this claim. The proposed buffer accuracy was evaluated only when a
perfectly synchronized signal is applied to the clock mesh. When clock is perfectly
synchronized in the mesh buffer the interaction among the mesh buffers is minimal.
The reported error is expected to increase if a skewed signal is applied to the clock
mesh.

Using Elmore delay to compute clock sinks delays is also very inaccurate. Elmore
delay is meant to single driver nets since it does not account for the short-circuit
current among the different mesh buffers. Although the error using Elmore delay
to estimate clock sink delays can be high it can still be a good heuristic to estimate
the clock sinks arrival times sensitivities with respect to the mesh wires widths.

The summary of the improvement obtained by Meshworks is shown in table
5.3. The method identified as ”MO” identifies the method of (VENKATARAMAN
et al., 2006). The mesh planning strategy proposed in the Meshworks framework
is represented by ”MP&S”. The network sensitivity method for mesh reduction
technique is represented by method ”NSMO”. The total contribution of the mesh
planning strategy used along the network sensitivity mesh reduction is identified by
”MPSO”. Improvement factor is computed with respect to the a manually designed
clock mesh.

Meshworks has presented a 19% wire length reduction, 18% power reduction and
26% smaller buffer area when compared to (VENKATARAMAN et al., 2006)(MO).
Experimental data suggests that the network sensitivity based mesh reduction is
more efficient than the mesh reduction algorithm presented in (VENKATARAMAN
et al., 2006). It can also be noticed that the mesh planning strategy is very useful
to achieve a good initial trade-off between chip resources and skew.
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Table 5.3: Summary of optimization results for all test cases

Method % BA % WL % PWR µskew σskew Fmax % Fmax

Red. Red. Red. Avg. Avg. MHz Red.

MO 0.00 22.94 21.11 18.09 3.72 971.58 1.53
MP&S 20.74 19.88 19.84 13.13 2.58 979.55 0.72
NSMO 14.25 31.63 28.89 21.35 2.60 971.65 1.52
MPSO 26.92 42.53 39.80 30.66 4.38 958.05 2.90

The clock mesh planning strategy proposed in this paper is interesting and able
to produce a good initial clock mesh solution but the clock skew in the input of the
clock mesh should not be considered zero. If clock is skewed in the input of mesh
buffers the skew observed at the clock sinks will be higher, therefore it should be
accounted in equation 5.2. Considering the mesh input skew in equation 5.2 will
greatly affect the mesh size choice.

Besides of considering mesh input clock skew in the mesh planning step it should
also be considered at the mesh edge sensitivity computation. The clock sinks delay
sensitivities with respect to a clock mesh edge wire width are affected by the clock
mesh arrival times at the mesh buffers.

Although Meshworks has made large improvement in comparison to the work of
(VENKATARAMAN et al., 2006) it does not address the clock arrival time charac-
teristics at the mesh buffers. In practice, the clock signal will present a large skew in
the mesh buffer inputs, consequently the clock mesh behavior will be dominated by
the short circuit currents among the mesh buffers. If clock skew at the mesh buffers
is not considered the optimized clock meshes generated by (RAJARAM; PAN, 2008)
and (VENKATARAMAN et al., 2006) will not perform well in practice.

5.2 Motivation

Both works described in section 5.1 ignore the effect of clock skew in the mesh
buffer inputs. In practice, clock signal arrival times at mesh buffers varies a lot from
buffer to buffer, i.e., a large skew is present in the clock mesh buffers inputs. When
a skewed signal is applied to a clock mesh short circuit currents are generated.

A short circuit is generated every time a mesh buffer switches before or after
the others. Consider the simple case of Figure 5.3 where the outputs of the two
inverting buffers are shorted. If two different clock signals CLKA and CLKB are
applied to two different buffers whose outputs are shorted, there will be a time when
one buffer will connect its output to V dd while the other will be connected to the
GND. During this period short circuit currents are created between the outputs
of the buffers as shown in figure 5.3 and figure 5.4. In a clock mesh this situation
happens in a larger scale among mesh buffers with different clock arrival times.

If a clock mesh is optimized without considering the effect of short circuit current
the optimized clock mesh will not present the expected performance and power
consumption in practice. For instance, both works presented in section 5.1 present
algorithms to remove edges from a clock mesh with minimum increase in the clock
skew. If inter-buffer short circuit currents are not accounted for during the edge
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Figure 5.3: Short circuit example
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removal the effect of removing mesh edges becomes unpredictable. For the same
reason, input skew at the mesh buffers should be accounted for in the formulation
presented in section 5.1.2 to compute a bound in the maximum output skew for a
clock mesh.

Although short circuit currents are responsible for slowing down fast mesh buffers
and speeding up slow buffers they should be minimized. In this section we show
the effect of inter-buffer short circuit currents on clock power consumption, clock
slew and clock skew. We show that if inter-buffer short circuit currents could be
minimized without removing the redundancy present in a clock mesh clock mesh
power consumption, slew and skew can be improved.

5.2.1 Power Consumption Due To Inter-Buffer Short Circuit Current

The most severe drawback of clock meshes is the high power consumption. Re-
convergent paths present in the mesh structure not only use additional wiring re-
sources and increase clock capacitance, but also enable a high short circuit power
consumption.

Ideally, if the clock signal had no skew in mesh input buffers , i.e., clock edge
arrives at all mesh buffers at the same time, the clock power consumption would only
be due to charging and discharging of circuit capacitances. Under this assumption,
equation 5.3 is a good approximation for the total power dissipated by the mesh, as
presented in (KANG; LEBLEBICI, 1996). Assuming that f is the clock frequency,
C is the total mesh and flip-flops capacitance, and V dd is the supply voltage, the
power consumption due to capacitance charge/discharge is given in equation 5.3.

P = f × C × V dd2 (5.3)

Now, let us consider the case when the clock arrives at different times in the
mesh buffer inputs, i.e., the input skew is non-zero. Then, we expect that short
circuit power will become significant.

We performed the following experiment to determine the contribution of short
circuit power to total mesh power as a function of mesh input skew. A set of 50
randomly generated circuits containing 100 flip-flops distributed over a 50.000 µm2

area was simulated. A 4x4 mesh was placed over the circuit and flip-flops were
connected directly to mesh wires. Each mesh node was driven by a single mesh
buffer. The input of each mesh buffer was connected to a separate clock source.
All the clock sources were skewed with randomly generated arrival times varying
within k% of the clock period where k varies from 0% to 40% with 5% steps. The
random generated arrival times model the combined effect of nominal skew and delay
variations at the driver tree. The clock period was set to 1GHz. Figure 5.5 shows
average circuit power over the 50 benchmark circuits (the upper curve) and short
circuit power (lower curve) as a function of the maximum input skew. It can be seen
that a maximum input skew of only 15% doubles total mesh power consumption,
i.e., short circuit power is 50% of total mesh power. For higher input skews, more
than 80% of total clock mesh power is due to short circuit.

Thus, the ability of the mesh to smooth out undesired delay variations comes at
the price of high short circuit power consumption. As input skew increases, short
circuit power also increases, and so does total power. If the input skew is sufficiently
large, the short circuit power accounts for most of the clock power. In other words,
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Figure 5.5: Total Power and Short circuit Power vs. Maximum Input Skew
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Figure 5.6: Improving slew by buffer sizing

any effort to reduce the total clock mesh power must attempt to minimize the short
circuit power.

5.2.2 Skew Due To Inter-Buffer Short Circuit Current

A multi-driver net is a net which is driven by more than one driver, e.g., a clock
mesh. When a short circuit current is flowing between the drivers of a multi-driver
net, the voltage value observed within the net ranges from 0 to V dd. If short circuit
between different buffers is temporary, e.g., when caused by a skewed signal, it will
degrade output transition time and may increase skew observed in net sinks.

Figure 5.6 shows three equally sized buffers whose outputs are shorted. All
buffers are driving the same signal, but the arrival time at each buffer input is
different. As can be seen in the waveform representation, the signal arrives first on
node b, than on node a and at last on node c. By looking at the output waveform
for each inverter in figure 5.6, we can see 4 different behaviors in the output net:
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1. At this moment all nodes are driving the same signal. There is no short circuit
current flowing between the buffers and the output signal is steady.

2. Next, node b′ switches. A short circuit current flows between node b′ and the
other nodes. Node b′ is trying to set the output net to 0, while the other nodes
are driving this net to 1. The output net voltage is still closer to 1 than to 0.

3. When node a′ switches then two nodes are driving the output net to 0 while
only node c′ is driving it to 1. As a result the output net voltage begins to
move closer to 0 than to 1.

4. Finally when node c′ switches all nodes are driving the output net to 0 and it
finishes switching.

Now let us assume that buffers B and C are smaller than buffer A. In this
configuration the behavior in regions 2 and 3 is affected. In region 2, the short
circuit current flowing between the buffers is going to be reduced due to the reduced
driving strength of buffer B. The voltage during this stage is going to be held closer
to 1 than before. During region 3 only node c′ is driving 1 while the other two
are driving 0. Since buffer C is undersized the value observed in the output net is
going to be closer to 0 than in the former case. When node c′ switches it will finish
charging the output net faster since it will be almost fully charged. By analyzing
the example in figure 5.6 we see that the different buffers in a multi-driver net
compensate each other through short circuit currents. We will discuss now how
we can improve transition time and output clock skew by better controlling short
circuit currents.

5.2.2.1 Improving transition time

The circuit proposed on figure 5.6 was simulated on Spice to show that skewed
signals generate large inter-buffer short circuit currents that degrade rise and fall
transitions. To evaluate the effect of short circuit currents we are going to reduce
the driving strength of buffers in which clock arrival time arrives earlier or later
than the mean arrival time. By reducing the driving strength of buffers at which
clock arrives before or after the mean arrival time the short circuit currents between
different buffers that drive the same net is going to be reduced. Short circuit currents
are a consequence of different arrival times at buffers whose outputs are shorted as
shown by figure 5.3. If the driving strength of buffers causing the short circuit
currents is reduced the short circuit current itself will be reduced. It should be
noticed that reducing the driving strength of a buffer member of a multi-driver net
reduces the overall driving strength driving the net and therefore is prone to increase
the net transition time.

An experiment was made to evaluate the effect of reducing short circuit currents
at the transition time of a multi-driver net. A load of 180fF was equally distributed
among nodes a′, b′ and c′. Initially, all three buffers were sized equally, using the
FO4 rule. The output transition time was measured. The experiment was redone
using smaller sizes for buffers B and C. Experimental setup data and delay values
measured can be seen in table 5.4.

Data reported in table 5.4 shows that, when one or more buffers outputs are
shorted, output transition time can be improved by reducing the sizes of buffers
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Table 5.4: Reducing buffer sizes

Buffer Arrival time Size Reduced Size

A 500ps 10 10
B 375ps 10 7.5
C 625ps 10 7.5

Skew Fall Rise
Size 243ps 259ps

Resized 239ps 246ps

with the largest and the smallest arrival times. This experiment assumes a zero
resistance line shorting the output of the buffers. The reason why transition time
was reduced when the sizes of buffers B and C were reduced was explained in figure
5.6 example. Buffer A drives a signal arriving with an arrival time which is the
mean between the arrival times in the buffer B and C inputs. By reducing the sizes
of buffers B and C the effect of buffer A is increased and the conflict (i. e., short
circuit currents) between A and the other signals is reduced.

5.2.2.2 Improving skew

Let us assume that resistors are inserted in figure 5.6 circuit between nodes a′

and b′, b′ and c′, and c′ and a′. When the buffer outputs are separated by resistors,
different waveforms will be observed in the output of each inverter. In this case, not
only the transition time is reduced when buffer with skewed inputs are undersized,
but also output skew.

As resistance between the buffers increases, the effect of undersizing skewed
buffers is lost. For instance, assuming that an infinite resistance is added among the
buffers output all three buffer outputs are independent, i. e., early or late arrival
times do not compensate each other. If skewed buffers are undersized transition
time increases and so does skew between buffers.

Using the setup shown in table 5.4, an experiment was performed to evaluate the
effect of inserting a resistance with value R among all buffers output. By varying the
value of R the effectiveness of reducing the size of skewed buffers changed. Figure
5.7 shows the improvement factor for both, maximum skew and slew, for different
values of resistance between the nodes when the sizes of buffers B and C are reduced.

Figure 5.7 shows that slew improvement monotonic decreases as the resistance
between the nodes increases. This happens because, as the resistance increases, each
buffer is able to charge only the capacitance directly connected in its output. When
the size of skewed buffers is reduced then the time to charge its load capacitance
increases. Skew reduction between the different outputs initially increases until
1300Ω. After this point skew reduction decreases as resistance increases, until the
skew reduction is zero. No skew increase was observed. Skew reduction presents
a non monotonic behavior because skew is very small for small resistance values,
hence relative skew improvement is also small (e.g. when R is zero skew is zero
therefore improvement is also zero). This experimental setup is a closer model to a
mesh structure than figure 5.6 experimental setup since mesh wires have a resistive
behavior.
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Figure 5.7: R effect on skew and slew reduction
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Figure 5.8: Mesh buffer sizing flow

The experiments reported in this section are an indication that reducing short
circuit current between different drivers of a multi-driver net can improve output
transition time and skew. It was also shown that the reduction in the short circuit
current can be achieved by reducing the sizes of buffers in which the driving signal
arrives either too early or too late. The sizing of mesh buffers to reduce clock skew
and power will be discussed in section 5.3

5.3 Mesh Buffer Sizing

Clock mesh buffers are initially sized before the generation of the global clock net-
work. At this moment, no information about the timing of the global clock network
is available. The initial sizing step can only take into account design information
from downstream levels. Both methods presented in section 5.1 propose solutions to
find a better set of sizes for the mesh buffers considering only the downstream clock
distribution. The approach proposed in this section relies on a post processing sizing
step to tune the mesh sizes according to the delays in the global clock distribution.
Figure 5.8 shows a flow illustrating how the post processing sizing step is added in
the clock synthesis flow.



95

Sizing mesh buffers according to the arrival times in mesh buffer inputs requires
accurate timing estimation in the global clock network. If mesh buffers are sized it
will affect global clock network timing. To prevent this to happen two actions have
to be taken:

• Mesh buffer sizes can only be reduced. To increase the size of mesh buffers it
would be required to increase the size of buffers in the global clock network.
Global clock network can not be changed at this point.

• When mesh buffers sizes are reduced, delays on the global clock network
change. To prevent this to happen dummy capacitances must be added so
that the initial capacitance seen by the global tree is matched with the new
mesh buffer size plus the added dummy capacitance.

Considering the two constraints stated above, two different algorithms were pro-
posed to size clock mesh buffers taking into account the global clock network timing
information. The first one considers only the mean arrival time estimated in the
input of mesh buffers, while the other considers the probability density function
(PDF) estimated in the input of each mesh buffer.

5.3.1 Mean Sizing

Given a set At of arrival times in the mesh buffer inputs, a set of mesh buffer
sizes M and a maximum reduction factor MR, the set of new sizes for each mesh
buffer, Mnew, is computed using the algorithm shown in figure 3. In the input of
each mesh buffer a capacitance Ci is added to match the previous capacitance of
Mi. The value of Ci is computed as Ci = (Mi −Mnewi) ∗ unitary cap.

Input: At,M ,MR
Output: Mnew
Atm = compute mean(At);1

Atdist = 0;2

foreach Mesh Buffer i do3

Atdist = max(Atdist,|Ati − Atm|);4

end5

foreach Mesh Buffer i do6

reduction = 1−MR ∗ (|Ati − Atm|/Atdist);7

Mnewi = Mi ∗ reduction;8

end9

Figure 5.9: Mean sizing algorithm

This algorithm linearly decreases buffer sizes according to the difference between
clock arrival time in each mesh buffer input and mean arrival time. Figure 5.10
illustrates how the multiplication factor reduction is computed for each mesh buffer
according to its input arrival time. From figure 5.10 it can be noticed that new mesh
buffer sizes are always going to be smaller than initial ones.

5.3.2 Probabilistic Sizing

Variations affect performance of every designed chip. Chip behavior is not com-
pletely predictable, process and environmental variations may speedup or slow down
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Figure 5.10: Mean sizing algorithm

gates and wires. It is necessary to model chip delays as PDFs to account for varia-
tions effects. The probabilistic sizing algorithm proposed here uses Gaussian proba-
bility distributions to model clock arrival time in the mesh buffer inputs. Although
only Gaussian distributions were used in this work, any sort of PDF can be used,
as long as its cumulative density function (CDF) is known.

The probabilistic sizing method reads a set At of arrival times in the mesh buffer
inputs, a set of mesh buffer sizes M , a maximum reduction factor MR and a sizing
control value Th as inputs. It produces a new set of mesh buffer sizes, Mnew, as
output. Dummy load is added to match the previous input capacitance value for
each mesh buffer. The probabilistic sizing algorithm is described in the algorithm
shown in figure 5.11.

Input: At,M ,MR,Th
Output: Mnew
Atm = compute mean(At);1

Ats = compute mean sigma(At);2

CDFBASE = CDF (Atm,Ats);3

ABASE = CDFBASE(Atm + Th)− CDFBASE(Atm− Th);4

foreach Mesh Buffer i do5

CDFi = CDF (Atmi, Atsi);6

Ai = CDFi(Atm + Th)− CDFi(Atm− Th);7

reduction = 1−MR ∗ (Ai/ABASE);8

if reduction > 1 then9

reduction = 1;10

end11

Mnewi = Mi ∗ reduction;12

end13

Figure 5.11: Probabilistic sizing algorithm

The probabilistic sizing algorithm begins by computing a base probabilistic dis-
tribution. This distribution is built using the mean arrival time and the mean
standard deviation over all arrival time distribution in the mesh buffer inputs. The
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Figure 5.12: Probabilistic sizing algorithm

ABASE area, comprised between Atm − Th and Atm + Th, is computed. Then,
for each arrival time distribution, the Ai area, comprised between Atm − Th and
Atm + Th, is computed. The reduction factor is given by 1 −MR ∗ (Ai/ABASE).
When arrival time distributions have different standard deviations, it can happen
that Ai > ABASE. In that case, reduction factor is bounded to 1. Figure 5.12
illustrates how this algorithm works.

5.3.3 Experimental Setup

The proposed sizing algorithms were applied on clock meshes designed for ran-
dom generated circuits. The effect of each sizing algorithm in comparison to sizing
all mesh buffers according to the FO 4 rule was evaluated by performing a set of
electrical simulations using Hspice. Clock skew, clock slew (i.e. transition time) and
power consumption were measured.

We have performed our experiments over 8 random generated circuits. The
information for each circuit is given in table 5.5. Although mesh sizes, die sizes
and flip-flop count are reduced, flip-flop density is in accordance with the industrial
design used in the experiments in section 3.1.2. Experiments were performed using
a 90nm technology. To reduce the amount of data reported and to increase the
significance of our experiments, values for clock skew, clock slew and mesh power
consumption were averaged among the benchmark circuits.

To have a better control over the clock skew applied to the clock mesh, the global
clock network was replaced by artificially delayed voltage sources. Each voltage
source produces a slope with a rise/fall time of 8% of the clock cycle. To generate a
more realistic waveform each voltage source drives 2 cascade inverters sized according
to the FO4 rule.

Clock signal arrival time at the mesh buffer was modeled as a Gaussian distri-
bution, therefore it is described by a mean value and a standard deviation. Each
arrival time mean represent the clock skew that is predicted at the design stage,
while the sigma determines the amount of skew caused by process and environmen-
tal variations.

Each mean arrival time was randomly generated. For each mesh buffer the mean
arrival time is generated by randomly generating a number between 0 and 1 and
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Table 5.5: Benchmark Set

Circuit Mesh size Die size (µm) #FFs FF Density

c1 4×4 500×500 250 1000/mm2

c2 4×4 500×500 500 2000/mm2

c3 4×4 500×500 750 3000/mm2

c4 4×4 800×800 600 937.5/mm2

c5 4×4 800×800 900 1406.25/mm2

c6 4×4 800×x800 1200 1875/mm2

c7 8×8 800×00 900 1406.25/mm2

c8 8×8 800×800 1200 1875/mm2

Table 5.6: Arrival time characteristics

Mean At Skew (%) Sigma (%)

0.1 0.03
0.2 0.07
0.4 0.1

then multiplying it by the desired mean input skew value. The random numbers
between 0 and 1 are generated a single time for every circuit, therefore, for different
input skew configurations, the ratio between each buffer mean arrival time is equal
to the ratio between the mean skew for each configuration.

The three different arrival time configurations described in table 5.6 were sim-
ulated. Skew values model three different situations, a low skew setup, a typical
skew setup and a high skew setup. The skew values for each one of the setups in
table 5.6 were chosen according to the author’s experience. Mean arrival time skew
and sigma values are given as a percentage of the clock cycle. A 1GHz operating
frequency was assumed for all experiments.

We have manually set the best parameters for both sizing algorithms. The
maximum reduction factor, MR for both algorithms was set to 0.5. The sizing
control value for the probabilistic sizing algorithm, Th, was set to 2.5% of the clock
period. For simplicity we have named the mean sizing algorithm presented in section
5.3.1 as msize, while the probabilistic sizing algorithm presented in section 5.3.2 was
named psize.

5.3.4 Experimental Data

Table 5.7 reports the power, skew and slew improvements for all the benchmark
circuits using the two proposed sizing algorithms. A mean input skew of 20% of
the clock period was assumed. Clock mesh input arrival times are modeled using
Gaussian distribution with a standard deviation equal to 7% of the clock period.

A significant clock skew improvement can be achieved using the proposed sizing
algorithms at the cost of increasing clock slew. Power consumption in the clock
mesh was also reduced significantly, 11.89%. By comparing the results for circuits
c1, c2 and c3 to circuits c4, c5, c6, c7 and c8 it can be noticed that the sizing
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Table 5.7: Sizing Improvement for a 20% mean input skew with 7% sigma

Circuit Sizing Power (mW ) Skew (ps) Slew (ps)
Method Total Imp. (%) Total Imp. (%) Total Imp. (%)

typ 3.09 - 49.51 - 210.33 -
c1 msize 2.74 11.25 23.29 52.95 247.80 -17.82

psize 2.72 11.89 19.83 59.94 271.78 -29.22
typ 4.66 - 75.83 - 212.48 -

c2 msize 4.23 9.24 45.06 31.62 253.80 -19.45
psize 4.20 9.82 43.21 43.02 276.52 -30.14
typ 6.21 - 85.33 - 215.36 -

c3 msize 5.73 7.70 60.91 28.62 257.42 -19.53
psize 5.70 8.22 57.53 32.58 279.28 -29.68
typ 7.62 - 115.77 - 239.55 -

c4 msize 7.16 6.03 92.48 20.12 283.88 -18.51
psize 7.14 6.34 95.37 17.62 302.94 -26.46
typ 10.06 - 139.13 - 255.10 -

c5 msize 9.59 4.62 107.06 23.05 300.68 -17.87
psize 9.57 4.86 107.47 22.76 317.76 -24.56
typ 12.68 - 158.81 - 279.07 -

c6 msize 12.23 3.55 130.96 17.53 325.38 -16.60
psize 12.21 3.73 133.78 15.76 341.13 -22.24
typ 16.20 - 130.75 - 261.49 -

c7 msize 15.00 7.39 94.36 27.83 292.76 -11.96
psize 14.73 9.02 77.54 40.70 320.55 -29.36
typ 18.91 - 152.42 - 274.92 -

c8 msize 17.70 6.37 114.34 24.99 311.08 -13.15
psize 17.43 7.81 103.69 31.97 334.03 -21.50

methodology is more efficient for circuit with a smaller area. It can also be noticed
that larger improvements were obtained on circuits with a smaller number of flip-
flops. Both facts can be explained by the behavior of short circuit currents. A
larger area means higher wire lengths and wire length increase decreases short circuit
currents. Whenever short circuit currents are decreased the efficiency of our method
is reduced. For the same reason the efficiency of the proposed sizing algorithm
is reduced when more flip-flops are added. Adding more flip-flops increases the
time required to charge the capacitance at the neighbourhood of a mesh buffer and
therefore delays the occurrence of short circuit currents.

It can also be noticed in the experiments reported in table 5.7 that the proposed
sizing algorithms present a greater advantage for denser clock meshes. Short circuit
currents are more significant in denser clock meshes since mesh buffers are closer.

A second experiment was made averaging the improvements over the 8 bench-
mark circuits. This experiment allows a better comparison between both sizing
algorithms. We have also evaluated the effect of different input skew characteristics
on the improvements of the sizing algorithms. The averaged data can be observed
in figures 5.13, 5.14 and 5.15. Each color represents a different input skew setup
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Figure 5.13: Average Skew improvement

Figure 5.14: Average Power improvement

and each set of bars represents a different algorithm used to size the mesh buffers
in the post-processing step. The average reduction in the mesh buffer sizes is re-
ported in figure 5.16. The average mesh buffer reduction for a circuit containing
n mesh buffers is computed as per equation 5.4, in which new mi and old mi are,
respectively, the new and old buffer sizes for mesh buffer i.

1− (
n

∑

i=0

new mi/
n

∑

i=0

old mi) (5.4)

An average reduction of 33% on clock skew was achieved. Our method was able
to reduce power consumption by 20%. On the other hand, undersizing mesh buffers
has increased clock slew up to 26%.

The slew penalty observed in these experiments is a direct consequence of the
limitation of allowing mesh buffers only to be reduced. The overall driving strength
of the mesh buffer is reduced and therefore clock slew is increased. If the average
mesh buffer size was kept constant, i.e. if mesh buffers could be increase to compen-
sate for undersized mesh buffers, the clock slew observed at the clock sinks would
decrease since short circuit currents would be reduced.

By comparing the two sizing algorithms proposed we can observe that the proba-
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Figure 5.15: Average Slew penalty

Figure 5.16: Average Undersize
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bilistic algorithm, psize, performs a more aggressive sizing and, in general, achieves
a smaller clock skew and a smaller power consumption at the cost of a higher clock
slew. This is explained in figure 5.16 which shows that for the two higher input skew
cases the total mesh buffer sizes reduction was higher to the psize algorithm than
to the msize.

Figure 5.16 also shows the behavior of the psize algorithm with respect to the
different input skew values. For the probabilistic sizing algorithm, the higher the
input skew is the larger will be the reduction in the mesh buffer sizes. The mesh
buffer size reduction factor is determined according to the difference between the
base area, ABASE and relative area for each buffer i, Ai, as shown in figure 5.12.
The largest is the interval used to compute ABASE and Ai the smaller is the overall
buffer size reduction. When the arrival time standard deviation increases the sizing
control value, Th, should be increased in the same proportion in order to keep the
average mesh buffer size reduction constant. Since Th was kept fixed in spite of the
input arrival time standard deviation, when an arrival time with a large standard
deviation is applied the area between µ− Th and µ + Th will vary less with respect
to µ than when the standard deviation is small.

It can also be noticed that the average mesh buffer sizes reduction for the msize
algorithm is constant in spite of the input skew. This is explained by the way that
the arrival times were generated. The total mesh buffer size reduction is determined
only by the mean arrival times at each mesh buffer. Since all arrival times were
generated by scaling a set of random generated values between 0 and 1, the relative
distance between the arrival times is the same and, therefore, the effect of mesh
buffer sizing is the same.

The best input skew case to compare both algorithms is the mean input skew of
10% with a 3% sigma. By looking at figure 5.16 we can see that the total buffer size
reduction was almost the same for both algorithm for this input skew. The average
clock skew reduction for this input skew situation is higher to the psize algorithm
than to the msize algorithm, 18.16% versus 11.90%. The average power reduction
is almost the same for both algorithms, 1.77% for the msize algorithm and 1.57%
for the psize. The slew increase for the msize algorithm is 23.86% while the psize
algorithm presents a slew increase of 21.73%.

5.3.5 Conclusions

Clock mesh power consumption and skew can be improved at the expense of
clock slew degradation by reducing the mesh buffers sizes whose inputs are skewed.
The proposed algorithms were shown to be efficient for improving clock skew and re-
ducing clock mesh power consumption at the expense of degrading clock slew. Both
algorithms were tested under a set of three different input arrival time configurations
and were effective for every configuration.

By looking at the data reported in table 5.7 we have seen that both sizing
algorithms are more effective for circuits with a small die area. This is in accordance
with the arguments presented in section 5.2.2 since smaller die area means smaller
wire resistance and hence greater improvement. We also noticed that the gain of
both sizing algorithms grows for denser clock meshes with less clock sinks per mesh
square. Those observations suggest that the sizing algorithm is not accounting for
the low pass filtering characteristics of the clock mesh. In order to account for it
the mesh sizing should be performed locally, considering only the interaction among
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CLK B

CLK A

Figure 5.17: High Impedance Time

the mesh buffers within a given distance threshold.
By analyzing the average improvement for both algorithms for different input

skew characteristics we could see that the psize algorithm presents a larger buffer
size reduction than the msize algorithm and therefore it also presents a large power
and skew reduction with a high clock slew increase. The msize algorithm presents a
constant mesh buffer sizing reduction in spite of the clock skew characteristics while
the psize algorithm is affected by the standard deviation of the arrival times at the
mesh buffers and the value of the Th parameter.

The msize algorithm can be easily tuned since its behavior does not depend on
the input skew characteristics while the psize algorithm requires a more detailed
analysis to chose the best parameters for the algorithm. On the other hand, when
both algorithms were set with equivalent parameters the psize has produced a more
efficient sizing.

5.4 A New Mesh Buffer Design

Section 5.2 has demonstrated the importance of reducing short circuit currents
between the different buffers in a clock mesh. This section presents a new design for
mesh buffers that reduce short circuit currents between the different mesh buffers.
It relies on implementing a break-before-switch inverter: before setting the output
to ‘1‘ in a rise transition the output is held in a high impedance state for a fraction
of the clock period, the same is done for a fall transition.

5.4.1 Fast Turning Off, Slow Turning On Heuristic

Short circuit currents between the different mesh buffers flow during the time
that any two mesh buffers drive opposite values, this situation is shown in figure
5.3. This sort of short circuit current can be prevented by forcing mesh buffers to
stay some time in a high impedance state before switching to the final value. Let us
assume now that instead of switching from 0 to Vdd, the inverters stay for a while
in a high impedance state. When at least one of the two inverters is in the high
impedance state, there will be no short circuit between the inverters. This situation
is illustrated in Figure 5.17, in opposition to the previous situation illustrated in
figure 5.4.

A high impedance period can be achieved by delaying the input signal differently
for PMOS and NMOS plans of an inverter. Assuming that for a simple inverter the
input signal has two delays (one for each logic level) from the clock source to the
PMOS transistor gate: d0P and d1P , and two delays to the NMOS transistor gate:
d0N and d1N , the inverter can have two different high impedance periods, one when
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Figure 5.18: A high impedance inverting buffer

the output switches from 0 to 1, Ztimerise and another when it switches from 1
to 0, Ztimefall. The high impedance times observed at the inverter output are
determined by equations 5.5 and 5.6. It is required that the high impedance time
be positive. Therefore, d1N must be greater than d1P and d0P must be greater than
d0N .

Ztimefall = d1N − d1P (5.5)

Ztimerise = d0P − d0N (5.6)

By adding a high impedance time to mesh buffers, it is expected that the short-
circuit time and consequently the total mesh power will be reduced significantly.
Further, if the mesh buffers are properly sized and the high impedance time is
carefully chosen, the clock skew and clock slew should also improve, as shown in
section 5.2.2. This can be explained as follows. Let CLK A and CLK B be two
clock signals arriving at two buffer inputs, as shown in figure 5.3. Assume that CLK
A rises before CLK B. With the addition of the high impedance period, rise times
for both signals, CLK A and CLK B, are delayed (figure 5.17). However, now the
time to charge the capacitance may be much shorter, since when CLK B is in high
impedance, the capacitances are being charged by the CLK A buffer.

5.4.2 Electrical Implementation

Based on the idea that adding a high impedance time reduces power consumption
and improves output skew, we designed a new mesh buffer. This buffer implements
the strategy of slowing down the signal that turns a transistor on and speeding
up the signal that turns it off. To realize this, we added two delay elements: one
between the input and the PMOS transistor gate, and the other between the input
and the NMOS transistor gate. A delay element can be implemented in several
different ways. We implemented it with a buffer. The buffer connected to the
PMOS is designed such that it propagates the logic-level one fast and the logic-level
zero slow, while the buffer connected to the NMOS has the opposite behavior. The
resulting high impedance mesh inverter is shown in Figure 5.18.

Each buffer delay element is a two-inverter cascade; the resulting mesh buffer
with 10 transistors is shown in Figure 5.19. Although the number of transistors
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Figure 5.19: Electrical Scheme for Tri-State Buffer

has increased, we have a much finer control on the delays; large values of high-
impedance time can be realized easily. In addition, to slow down some transistors,
they are converted to higher threshold voltage versions, and their channel lengths
are tuned.

To balance the delays of different mesh buffers, it is necessary to size them accord-
ing to the load they drive. Due to mesh loops, it is difficult to accurately compute
the load driven by each buffer. We approximate it by the load of the flip-flops and
wires in the surrounding region. For simple, single-stage inverters, the fanout of 4
(F04) rule is used. We use an extension of the FO4 rule to determine transistor
sizes. To determine the relative sizes of the NMOS & PMOS, their different chan-
nel carrier mobilities for P and N transistors are taken into account. The PMOS
transistors are 2.65× wider than the NMOS transistors. The sizes for a unitary size
mesh buffer are shown in Figure 5.19.

5.4.3 Applicability and Limitations

To understand the applicability and limitations of this work it is necessary to
have clear in mind the differences between the concepts of mesh input skew and
mesh output skew. Mesh input skew is the maximum difference among the clock
signal arrival times at the input of the mesh buffers. After propagating through the
clock mesh the clock signal reaches the sequential elements. Mesh output skew is
the maximum clock signal arrival time difference observed at the clock sinks.

Clock meshes are used to provide an output skew much smaller than the mesh
input skew. It should be observed that the mesh input skew depends only on the
clock network used to drive the clock signal from the clock root to the mesh buffers,
while the output skew is determined by clock mesh properties (e. g. mesh line den-
sity, buffer sizes, mesh wire widths...). Our methodology is limited by the INPUT
SKEW characteristics and NOT by the output skew. As can be observed in sec-
tion 5.4.4 our methodology presents greater benefits when applied to designs which
present a large mesh INPUT SKEW.
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Clock meshes are used in designs in which clock skew, due to both, variations and
design mismatch, is required to be very small. In other words, clock meshes are used
whenever its input skew is large and it needs to be reduced. From the experiments
reported in section 3.1 we known that the clock mesh input skew can be roughly
10× larger than the clock mesh output skew (remember that this is determined by
each clock mesh characteristics). Since in microprocessor designs, the final clock
skew is close to 10% of the clock period, it is very reasonable so assume that the
input skew of a clock mesh will be between 10% to 40% of the clock period.

It should also be noticed that as the clock frequencies increase the high impedance
time required to prevent mesh short circuit currents gets shorter, hence becoming
easier to be implemented. Therefore our methodology can easily be applied to high
performance circuits since less delay is needed to create the high impedance time,
as shown in equations 5.5 and 5.6.

Another important aspect that needs to be mentioned is that although the high
impedance buffer requires more elements than a simple inverter it effect on clock
jitter and clock latency is expected to be small. This happens because clock delay
and jitter introduced by the new mesh buffer will be much smaller than the jitter
and delay introduced by the clock tree.

5.4.4 Experimental Setup

To verify the effectiveness of this proposal, two set of experiments were per-
formed. The first set (5.4.5) was designed to show that the idea presented in section
5.4.1 is able to reduce the short circuit power and improve skew and slew. The
second set (5.4.6) demonstrates that the buffer design proposed in section 5.4.2 can
implement the idea presented in section 5.4.1.

To make a fair comparison between different input skew values we have performed
a set of fifty simulations for each configuration. In each simulation a different flip-flop
distribution was randomly generated.

For both sets, we use a chip containing 100 flip-flops, with an area of 50.000
µm2. A 4x4 mesh covers the chip area, with a mesh buffer at every mesh grid node.
Since we have performed a lot of simulations, we chose a small design instance to
reduce the overall simulation time. The flip-flop density and mesh granularity are
in line with the industrial design used in the experiments in section 3.1.2.

As mentioned earlier, to model different path delays in the tree driving the mesh,
we introduced (input) skews between the clock arrival times in the mesh buffer inputs
(thereby abstracting out the tree). Given a maximum input skew value, arrival
times in different mesh buffer inputs are generated by a random number generator,
respecting the maximum skew.

For several of our experiments, we report normalized input skew values. Since
skew is generated by random delay number, in practice the observed input skew
can be smaller than the reported values. Reported input skew values represent an
upper bound estimation for the input skew. Cases when input skew is significantly
different from the value expected are smoothed out by the set of fifty experiments
performed for each configuration.

5.4.5 Methodology Verification

To verify our proposed idea, it is sufficient to model the mesh inverting buffer
in figure 5.18 with the two output transistors connected to two independent inputs:
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Figure 5.20: Power vs. Input Skew for delays clock

i.e., a PMOS, a NMOS, and two input signals CLK P & CLK N: CLK P connected
to the PMOS gate and CLK N to the NMOS gate. Both inputs are identical, except
that they are phase shifted. The phase shift models the difference in the delays of
the clock signal through the two delay elements and determines the high impedance
time for the buffer, as per equations 5.5 and 5.6.

In the experiments, we varied the high impedance time of each mesh buffer by
inserting appropriate phase shift between the two inputs. For each value of the high
impedance time (normalized according to the clock period) – 0.0, 0.2, 0.4 and 0.6
– we measured average power, skew and slew as a function of the normalized mesh
input skew. It should be noticed that the high impedance time accounts for the
time the fall and rise high impedance times. Figure 5.20 shows how the average
total mesh power changes for different input skew values. Figure 5.21 reports how
the input skew affects the mesh output skew. Finally, figure 5.22 demonstrates how
output slew is affected by input skew. The legend in each chart represents the value
of high impedance time in relation to the clock period. Thus each curve line in these
charts shows the inverter behavior for a particular value of high impedance time.
Note that the 0.0 curve represents the behavior of the traditional inverter.

It can be seen that by adding the high impedance time, total clock power, clock
skew at the sequential elements and clock slew are all reduced. Figure 5.20 shows
that the total power reduction was very significant. For an input skew that is 10%
of the clock period, total power reduction was about 45%. For larger input skew
values the maximum power reduction obtained was 84%. Figure 5.20 shows that
output skew was also reduced in most cases. For an input skew of 10%, the output
skew was reduced by 25%. The maximum reduction in output skew was achieved
for an input skew of 40% and a high impedance time of 60%; in this case output
skew reduction was 54%. The improvement in relation to output slew can only be
noticed for input skew values larger than 15% of the clock period. Nevertheless
for input skew values smaller or equal to 15% of the clock period the largest slew
penalty was smaller than 2% and therefore can be ignored. A close relation between
the slew and output skew improvement as a function of input skew can be noticed
by comparing figures 5.22 and figure 5.21. This behavior is in accordance with the
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Figure 5.21: Output Skew vs. Input Skew for delays clock

Figure 5.22: Output Slew vs. Input Skew for delays clock
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Figure 5.23: Power vs. Input Skew for proposed buffer

ideas presented in section 5.2.2.

It can be noticed that bigger improvements can be obtained when larger input
skew values are applied to the clock mesh in combination to long high impedance
time. This can easily be explained by the short circuit currents present in the clock
mesh. When a signal with a large skew is applied to the clock mesh the power, out-
put skew and slew penalties are higher since the larger input skew increases short
circuit currents between the different mesh buffers. Long high impedance times can
prevent short circuit currents for a longer time and therefore provide a higher im-
provement for large input skew values in comparison to short high impedance times.
On the other hand increasing the high impedance time reduces the time available
for mesh buffers to charge the clock mesh and clock sinks parasitic capacitances.
The maximum high impedance time must guarantee that there is enough time for
the clock mesh capacitances to be fully charged.

5.4.6 Buffer Verification

To verify whether the buffer proposed in section 5.4.2 can reduce power, skew
and slew, we used the same set-up as in section 5.4.5, except that now we used the
actual mesh buffer implementation shown in figure 5.19. This mesh buffer has an
overhead of 8 transistors over a simple inverter. This overhead results in a power
penalty that was not taken into account in the results presented in section 5.4.5.

Four different configurations of the inverter were evaluated, by scaling the chan-
nel lengths of the selected transistors by a factor of 1, 3, 5, and 7 over the minimum
length. This scaling changes the high impedance time of the buffer. The legend of
each chart denotes the increased transistor channel length for each configuration.
The value “reg” is for the traditional two-transistor inverter.

Figure 5.23 demonstrates that the proposed mesh buffer was able to reduce the
overall power consumption despite the transistor overhead. Figures 5.24 and 5.25
present the results for skew and slew. For an input skew of 10%, the maximum
power reduction was 15%. However, for an input skew of 40%, power reduction of
59% was obtained. A small power overhead can be noticed for small input skew
values. The power overhead was caused by the higher number of transistors present
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Figure 5.24: Output Skew vs. Input Skew for proposed buffer

Figure 5.25: Output Slew vs. Input Skew for proposed buffer
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in the high impedance buffer design.

The slew reduction for an input skew of 10% was 1%. A significant slew penalty
was observed for input skew values smaller than 10%. The increased channel length
transistors present a much larger channel resistance which increases the transition
times inside the mesh buffer which was responsible for producing a larger clock
slew at the clock sinks. It should be noticed, however, that larger channel length
mesh buffers present an output clock slew which is less dependant on the input
skew applied to the clock mesh. For a 40% input skew value the slew improvement
was about 43% when a mesh buffer with the maximum channel length is used. In
practice the skew in the mesh buffer inputs is expected to be about 20% of the clock
period.

Although clock slew has increased for small input skew values the same behavior
was not observed for the skew measured at the clock sinks. The overhead associated
to the new mesh buffer do not degrade clock skew for small input skew values. For
large input skew values the proposed mesh buffer has decreased the output skew
in more than 60%. In opposition to the results presented in section 5.4.5 it is not
possible to see a relation between the slew and skew improvements as a function
of the input skew. In the experiments reported in section 5.4.5 clock slew was a
consequence of the large input skew. When the high impedance time was added
the short circuit currents were reduced and therefore clock slew and skew at the
clock sinks were also reduced. In the experiments reported in this section the clock
slew was dominated by the increase in the channel lengths inside the proposed mesh
buffer, and therefore it is not affected by the reduction in the short circuit currents
as the output skew is.

5.4.7 Leakage Analysis

The most important requirement related to the clock signal is to assure that clock
is glitch free. Considering the proposed heuristic to reduce short circuit currents
within the clock mesh, one may think that a glitch can be generated during clock
switching due to leakage at the clock sinks.

It should be noticed that gate leakage actually helps the capacitance charge/discharge
process and therefore can not cause glitches. Leakage could only cause a glitch when
it tries to discharge the clock mesh while it is being charged (or to charge it while
it is being discharged). This situation only happens after the clock signal crosses
50% of V dd during a transition. During the first half of the transition, leakage helps
the transition, only after the clock signal has crossed V dd/2 is that the gate leakage
pushes the clock signal against the transition direction. If gate leakage is in the
same order of magnitude as the current which is provoking the transition and, for
any reason, the leakage current varies, it could create a glitch in the clock signal.

In a traditional clock mesh, the mesh buffer is constantly being driven by several
mesh buffers. In that scenario, leakage current is negligible when compared to the
inverter currents. Unlike standard inverters the proposed mesh buffer switches to a
high impedance state before switching from 0 to 1 (and from 1 to 0). Assuming a
situation when clock signal is almost completely synchronized in the input of mesh
buffers but for a group of n mesh buffers in which clock arrives early. Assuming
that the high impedance time imposed for each mesh buffer is 400ps (40% of the
clock period for an 1GHz clock frequency) if clock arrives also 400ps earlier for
group of n mesh buffers the clock mesh is going to be driven exclusively by the
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group of n mesh buffers during 400ps. If the current provided by the group of n
mesh buffers is in the same order as the leakage current and if during the 400ps
the leakage current added to the current provided by the group of n mesh buffers is
able to charge/discharge the mesh buffer past vdd/2 then variations on the leakage
current could, occasionally, produce a clock glitch.

Consider a square clock mesh with m lines and m columns designed over a square
area of x2. Consider that k flip-flops are connected to the clock mesh and therefore
the flip-flop density, d, is given by d = k

x2 . Assuming that the clock sinks are
connected to the clock mesh by stubs the total capacitance represented by the clock
mesh is given by the sum of the mesh wiring capacitance plus the sum of the stubs
capacitance plus the sum of clock sink capacitances. The total capacitance can then
be expressed as a function of the mesh size m, chip area x and flip-flop density d as
shown in equation 5.7.

Captotal = x×2m×Wcap + x3×
1

2m
×Wcap×d + x2×d×FFcap (5.7)

In equation 5.7 the first term represents the capacitance of the mesh lines. The
second term represents the total stub capacitance. It is assumed that the average
stub length is x

2m
. The final term represents the total clock sink capacitance. If we

consider the flip-flop clock pin capacitance, FFcap, to be 1.5fF and the mesh wire
capacitance, Wcap, equal to 0.15nF/m for a design with an area of 10mm×10mm
with 100K flip-flops the total mesh capacitance is 1.51nF . We know that for nano-
metric technologies such as 90nm or 65nm technologies the maximum gate leakage
is about 100nA (BUTZEN, 2007). Considering that a typical flip-flop, as shown in
figure 5.26, the clock pin drives 3 PMOS and 3 NMOS transistors, since when gate
leakage is maximum for PMOS transistors it is negligibly for NMOS, in the worst
case the gate leakage will be dominated by the three NMOS transistors. The total
gate leakage current drained by the clock sinks can be at most 100µA. Since the
maximum high impedance time considered in this work is 40% of the clock period
the mesh capacitance will be discharged during at most 400ps by gate leakage cur-
rents. It means that during a clock cycle 40fC will be discharged from the clock
mesh, assuming that the supply voltage is 1V the total load in the clock mesh will
be of 1.51nC.

It can be seen that the leakage current is too small to affect, during the high
impedance time, the charge stored in the clock mesh. Therefore under the situation
described earlier it is not reasonable to assume that the clock mesh can reach the
voltage of V dd/2 without a current much larger than the gate leakage current to be
applied to the clock mesh.

5.4.8 Conclusions

This work addressed the problem of reducing the short circuit power in mesh-
based clock architectures. Its contribution can be summarized as follows.

• We have shown that adding a high impedance time for the clock signal can
significantly reduce short-circuit power and hence the total power consumption
and improve skew and slew.

• A novel mesh buffer design was proposed to implement the high impedance
time. It was shown that our design can reduce short-circuit power and total
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Figure 5.26: Master-slave positive edge-triggered register, using multiplexers
(RABAEY, 1996)

power up to 59% and skew by 22%, with minimal penalty on slew (depending
on the input skew applied).

Although our buffers have more transistors than traditional buffers, they have
a 50% smaller input capacitance (for a minimum channel length mesh buffer) due
to multiple internal stages. This, in turn, will reduce the buffer sizes in the driving
clock tree. The proposed mesh buffer can be further improved. Our sizing scheme is
quite näıve. If all the internal stages were sized with the FO4 rule, the mesh buffer
input capacitance could be further reduced.

Using increased channel lengths to insert delays in the proposed mesh buffer
has produced a significant slew penalty. New techniques to introduce delays in the
proposed mesh buffer have to be researched to reduce the slew penalty. Although
the slew penalty is large in a zero skew case it is not easily degraded as the input
skew increases, which presents an important advantage since in practice mesh input
skew is expected to be about 20% of the clock period.
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6 CONCLUSIONS

Chapter 3 has shown through a bibliographic review and an architectural study
that mesh-based clock distribution architectures are the best solution to design low
skew and variability tolerant clock networks. The bibliographic study has shown
that clock meshes are used in most microprocessor designs while an experimental
study has shown that clock meshes deliver a clock skew about 10× smaller than a
pure tree architecture

The lack of solutions to analyze large clock meshes has motivated the chapter 4
of this thesis. Clock mesh analysis is a very complex task due to the high number
of elements required to accurately model a clock mesh and to the accuracy required
in the delay estimation. A SWS was proposed to enable the electrical simulation of
large clock meshes and speed it up through parallel execution. Later other techniques
were proposed but the SWS stands out for its simplicity and accuracy. The SWS
is the only method that allows the mesh to be simulated in any electrical simulator
and therefore can be used with minimal implementation effort by anyone. Unlike
other methods the SWS is scalable and therefore can handle any mesh size. The
SWS was shown to be 1% accurate while related works do not estimated the error
imposed by model simplification required by their methods.

In chapter 5 a new strategy was proposed to optimize clock meshes. Differently
from all the previous optimization techniques for clock meshes the techniques pre-
sented in this chapter propose to optimize the clock mesh by reducing the short
circuit currents between the different clock mesh buffers when a skewed signal is
applied to it. Two approaches were proposed, a new clock mesh buffer design and
a sizing algorithm.

The new buffer design was shown to improve total mesh power and skew by
switching to a high impedance state in between a rise/fall transition. The total mesh
power improvement was 59% while the clock skew improved by 22% in relation to
the traditional inverter design. The higher the clock skew observed in the inputs of
a clock mesh the more advantageous is the new mesh buffer.

A post processing sizing algorithm for mesh buffers was presented in section 5.3.
It also relies on the principle of reducing short circuit currents to improve clock mesh
power and timing. Short circuit currents are reduced by reducing the sizing of mesh
buffers that cause the higher short circuit currents. This technique has shown an
average improvement of 20% in total clock mesh power consumption, 33% reduction
in clock skew and a penalty of 26% in clock slew. Mesh buffer sizing can be applied
to almost any design with minimal effort.

Altough mesh buffer sizing has proven to reduce clock skew and power, it presents
two major drawbacks, the inclusion of dummy capacitances when buffers are under-
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sized and effect of the implemented heuristics that is responsible for the slew penalty
observed. The development of a formal mesh buffer sizing algorithm is a natural
sequence of the work of section 5.3.

Another important thing to be continued is the evaluation of the new buffer
design. The benefits of the mesh buffer proposed in section 5.4 should be evaluated
considering its impact on the complete clock distribution scheme. The smaller the
clock mesh input capacitance is and the higher its skew reduction is, fewer are
the resources required in the global clock network to meet the power and timing
constraints.
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of Using a Pin-to-Pin Delay Model on a Library-Free Transistor/Gate Sizing
Scheme” In: Midwest Symposium on Circuits and Systems (MWSCAS), 2005,
Cincinnati. Proceedings. p. 315- 318



117

REFERENCES

AGARWAL, A.; BLAAUW, D.; ZOLOTOV, V. Statistical Clock Skew Analysis
Considering Intra-Die Process Variations. In: ICCAD ’03: PROCEEDINGS OF
THE 2003 IEEE/ACM INTERNATIONAL CONFERENCE ON COMPUTER-
AIDED DESIGN, 2003, Washington, DC, USA. Anais. . . IEEE Computer Society,
2003. p.914.

ALIMADADI, M.; SHEIKHAEI, S.; LEMIEUX, G.; MIRABBASI, S.; DUNFORD,
W.; PALMER, P. Energy Recovery from High-Frequency Clocks Using DC-DC Con-
verters. isvlsi, Los Alamitos, CA, USA, v.0, p.162–167, 2008.

ANDERSON, F. E.; WELLS, J. S.; BERTA, E. Z. The Core Clock System on
the Next Generation Itanium Microprocessor. In: IEEE INTERNAIONAL SOLID
STATE CIRCUITS CONFERENCE (ISSCC’02), 2002. Proceedings. . . [S.l.: s.n.],
2002. p.146–147.

BAILEY, D. W.; BENSCHNEIDER, B. J. Clocking Design and Analysis for a 600-
MHz Alpha Microprocessor. IEEE Journal of Solid-State Circuits, [S.l.], v.33,
n.11, p.1627–1633, Nov 1998.

BERKELAAR, M. Statistical Delay Calculation, a Linear Time Method. In: OF
THE , 1997. Anais. . . [S.l.: s.n.], 1997.

BINDAL, N.; KELLY, T.; VELASTEGUI, N.; WONG, K. L. Scalable Sub-10ps
Skew Global Clock Distribution for a 90nm Multi-GHz IA Microprocessor. In: IEEE
INTERNAIONAL SOLID STATE CIRCUITS CONFERENCE (ISSCC’03), 2003.
Proceedings. . . [S.l.: s.n.], 2003. p.346–349.

BOESE, K. D.; KAHNG, A. B. Zero-Skew Clock Routing Trees With Minimum
Wirelength. In: FIFTH ANNUAL IEEE INTERNATIONAL ASIC CONFERENCE
AND EXHIBIT, 1992. Proceedings. . . [S.l.: s.n.], 1992. p.17–21.

BUTZEN, P. F. Leakage Current Modeling in Sub-micrometer CMOS
Complex Gates. Porto Alegre, Brasil, 2007.

CHEN, H.; YEH, C.; WILKE, G.; REDDY, S.; NGUYEN, H.; WALKER, W.;
MURGAI, R. A sliding window scheme for accurate clock mesh analysis. In:
IEEE/ACM INTERNATIONAL CONFERENCE ON COMPUTER-AIDED DE-
SIGN (ICCAD’05), 2005. Anais. . . [S.l.: s.n.], 2005. p.939–946.



118

CLABES, J.; FRIEDRICH, J.; SWEET, M.; DILULLO, J.; CHU, S.; PLASS, D.;
DAWSON, J.; MUENCH, P.; POWELL, L.; FLOYD, M.; SINHAROY, B.; LEE,
M.; GOULET, M.; WAGONER, J.; SCHWARTZ, N.; RUNYON, S.; GORMAN, G.;
RESTLE, P.; KALLA, R.; MCGILL, J.; DODSON, S. Design and Implementation
of the POWER5 Microprocessor. In: DESIGN AUTOMATION CONFERENCE,
41ST CONFERENCE ON (DAC’04), 2004. Anais. . . [S.l.: s.n.], 2004. p.670–672.

CONG, J.; KAHNG, A. B.; KOH, C.-K.; TSAO, C.-W. A. Bounded-skew clock and
Steiner routing. ACM Trans. Des. Autom. Electron. Syst., New York, NY,
USA, v.3, n.3, p.341–388, 1998.

FRIEDMAN, E. G. Clock Distribution in Synchronous Digital Integrated Circuits.
Proceeding of IEEE, [S.l.], v.89, n.5, p.665–692, May 2001.

FRIEDRICH, J.; MCCREDIE, B.; JAMES, N.; HUOTT, B.; CURRAN, B.;
FLUHR, E.; MITTAL, G.; CHAN, E.; CHAN, Y.; PLASS, D.; CHU, S.; LE, H.;
CLARK, L.; RIPLEY, J.; TAYLOR, S.; DILULLO, J.; LANZEROTTI, M. De-
sign of the Power6 Microprocessor. In: IEEE INTERNAIONAL SOLID STATE
CIRCUITS CONFERENCE (ISSCC’07), 2007. Proceedings. . . [S.l.: s.n.], 2007.
p.96–97.

GEANNOPOULOS, G.; DAI, X. An Adaptative Digital Deskewing Circuit for Clock
Distribution Networks. In: IEEE INTERNAIONAL SOLID STATE CIRCUITS
CONFERENCE (ISSCC’98), 1998. Proceedings. . . [S.l.: s.n.], 1998. p.400–401.

GOLUB, G. H.; LOAN, C. F. V. Matrix Computations. second.ed. Baltimore,
MD: Johns Hopkins University Press, 1989.

GRONOWSKI, P.; BOWHILL, W.; PRESTON, R.; GOWAN, M.; ALLMON, R.
High-performance microprocessor design. IEEE Journal of Solid-State Circuits,
[S.l.], v.35, n.5, p.676–686, May 1998.

GUNTZEL, J. L. Functional Timing Analysis of VLSI Circuits Containing
Complex Gates. 2000. Tese (Doutorado em Ciência da Computação) — Univer-
sidade Federal do Rio Grande do Sul, Porto Alegre, Brasil.

GUSTAVSEN, B.; SEMLYEN, A. Rational approximation of frequency domain re-
sponses by vector fitting. Power Delivery, IEEE Transactions on, [S.l.], v.14,
n.3, p.1052–1061, Jul 1999.

HANAFI, H. I.; DENNARD, R. H.; CHEN, C.-L.; WEISS, R. J.; ZICHERMAN,
D. S. Design and characterization of a CMOS off-chip driver/receiver withreduced
power-supply disturbance. IEEE Journal of Solid-State Circuits, [S.l.], v.27,
n.5, p.783–791, May 1992.

HART, J. M.; LEE, K. T.; CHEN, D.; CHENG, L.; CHOU, C.; DIXIT, A.; GREEN-
LEY, D.; GRUBER, G.; HO, K.; HSU, J.; MALUR, N. G.; WU, J. Implementation
of a fourth-generation 1.8-GHz dual-core SPARC V9 microprocessor. IEEE Jour-
nal of Solid-State Circuits, [S.l.], v.41, n.1, p.210–217, Jan 2006.



119

HINTON, G.; UPTON, M.; SAGER, D. J.; BOGGS, D.; CAMEAN, D. M.; ROUS-
SEL, P.; CHAPPELL, T. I.; FLETCHER, T. D.; MILSHTEIN, M. S.; SPRAGUE,
M.; SAMAAN, S.; MURRAY, R. A 0.18-µm CMOS IA-32 Processor With a 4-GHz
Integer Execution Unit. IEEE Journal of Solid-State Circuits, [S.l.], v.36, n.11,
p.1617–1627, November 2001.

HITCHCOCK, R. B. Timing verification and the timing analysis program. In: DAC:
PAPERS ON TWENTY-FIVE YEARS OF ELECTRONIC DESIGN AUTOMA-
TION, 25., 1988, New York, NY, USA. Anais. . . ACM, 1988. p.446–456.

IGARASHI, M.; USAMI, K.; NOGAMI, K.; MINAMI, F.; KAWASAKI, Y.; AOKI,
T.; TAKANO, M.; MIZUNO, C.; ISHIKAWA, T.; KANAZAWA, M.; SONODA, S.;
ICHIDA, M.; HATANAKA, N. A low-power design method using multiple supply
voltages. In: ISLPED ’97: PROCEEDINGS OF THE 1997 INTERNATIONAL
SYMPOSIUM ON LOW POWER ELECTRONICS AND DESIGN, 1997, New
York, NY, USA. Anais. . . ACM Press, 1997. p.36–41.

JACKSON, M. A. B.; SRINIVASAN, A.; KUH, E. S. Clock routing for high-
performance ICs. In: DAC ’90: PROCEEDINGS OF THE 27TH ACM/IEEE CON-
FERENCE ON DESIGN AUTOMATION, 1990, New York, NY, USA. Anais. . .
ACM Press, 1990. p.573–579.

JAIN, A.; ANDERSON, W.; BENNINGHOFF, T.; BERTUCCI, D.; BRAGANZA,
M.; BURNETTE, J.; CHANG, T.; EBLE, J.; FABER, R.; GOWDA, D.; GROD-
STEIN, J.; HESS, G.; KOWALESKI, J.; KUMAR, A.; MILLER, B.; PAUL, P.;
PICKHOLTZ, J.; RUSSELL, S.; SHEN, M.; TRUEX, T.; VARDHARAJAN, A.;
XANTHOPOULOS, D.; ZOU, T. A 1.2GHz Alpha Microprocessor with 44.8GB/s
Chip Pin Bandwidth. In: IEEE INTERNAIONAL SOLID STATE CIRCUITS
CONFERENCE (ISSCC’01), 2001. Proceedings. . . [S.l.: s.n.], 2001. p.240–241.

KALLA, R.; SINHAROY, B.; TENDLER, J. M. IBM Power5 chip: a dual-core
multithreaded processor. IEEE Micro, [S.l.], v.24, n.2, p.40–47, January 2004.

KANG, S.-M.; LEBLEBICI, Y. CMOS Digital Integrated Circuits: analysis
and design. New York: McGraw-Hill, 1996.

KURD, N. A.; BARKATULLAH, J. S.; DIZON, R. O.; FLETCHER, T. D.; MAD-
LAND, P. D. Multi-GHz Clocking Scheme for Intel Pentium 4 Microprocessor. In:
IEEE INTERNAIONAL SOLID STATE CIRCUITS CONFERENCE (ISSCC’01),
2001. Proceedings. . . [S.l.: s.n.], 2001. p.404–405.

KURD, N. A.; BARKTULLAH, J. S.; DIZON, R. O.; FLETCHER, T. D.; MAD-
LAND, P. D. A Multigigahertz Clocking Scheme for the Pentium 4 Microprocessor.
IEEE Journal of Solid-State Circuits, [S.l.], v.36, n.11, p.1647–1653, Novem-
ber 2001.

LEEDS, J.; UGRON, G. Simplified Multiple Parameter Sensitivity Calculation and
Continuously Equivalent Networks. Circuits Theory, IEEE Transactions on
[legacy, pre - 1988], [S.l.], v.14, n.2, p.188–191, Jun 1967.



120

LI, P.; ACAR, E. A Waveform Independent Gate Model for Accurate Timing Anal-
ysis. In: ICCD ’05: PROCEEDINGS OF THE 2005 INTERNATIONAL CONFER-
ENCE ON COMPUTER DESIGN, 2005, Washington, DC, USA. Anais. . . IEEE
Computer Society, 2005. p.363–365.

MAHONEY, P.; FETZER, E.; DOYLE, B.; NAFFZIGER, S. Clock distribution on
a dual-core, multi-threaded Itanium-family processor. In: IEEE INTERNAIONAL
SOLID STATE CIRCUITS CONFERENCE (ISSCC’05), 2005. Proceedings. . .
[S.l.: s.n.], 2005. p.6–10.

MCNAIRY, C.; BHATIA, R. Montecito: a dual-core, dual-thread itanium processor.
IEEE Micro, [S.l.], v.25, n.2, p.10–20, March-April 2005.

MEHROTRA, V.; BONING, D. Technology Scaling Impact of Variation on Clock
Skew and Interconnect Delay. In: INTERCONNECT TECHNOLOGY CONFER-
ENCE, 2001. PROCEEDINGS OF THE IEEE 2001 INTERNATIONAL, 2001.
Anais. . . [S.l.: s.n.], 2001. p.122–124.

PANGJUN, J.; SAPATNEKAR, S. S. Low-Power Clock Distribution Using Mul-
tiple Voltages and Reduced Swings. IEEE Transactions on Very Large Scale
Integration (VLSI) Systems, [S.l.], v.10, n.3, p.309–318, June 2002.

PHAM, D.; ANDERSON, H.-W.; BEHNEN, E.; BOLLIGER, M.; GUPTA, S.;
HOFSTEE, P.; HARVEY, P.; JOHNS, C.; KAHLE, J.; KAMEYAMA, A.; KEATY,
J.; LE, B.; LEE, S.; NGUYEN, T.; PETROVICK, J.; PHAM, M.; PILLE, J.;
POSLUSZNY, S.; RILEY, M.; VEROCK, J.; WARNOCK, J.; WEITZEL, S.; WEN-
DEL, D. Key features of the design methodology enabling a multi-core SoC imple-
mentation of a first-generation CELL processor. In: ASP-DAC ’06: PROCEED-
INGS OF THE 2006 CONFERENCE ON ASIA SOUTH PACIFIC DESIGN AU-
TOMATION, 2006, New York, NY, USA. Anais. . . ACM Press, 2006. p.871–878.

PHAM, D.; ASANO, S.; BOLLIGER, M.; DAY, M. N.; HOFSTEE, H. P.; JOHNS,
C.; KAHLE, J.; KAMEYAMA, A.; KEATY, J.; MASUBUCHI, Y.; RILEY,
M.; SHIPPY, D.; STASIAK, D.; SUZUOKI, M.; WANG, M.; WARNOCK, J.;
WEITZEL, S.; WENDEL, D.; YAMAZAKI, T.; YAZAWA, K. The design and im-
plementation of a first-generation CELL processor. In: SOLID-STATE CIRCUITS
CONFERENCE, 2005. DIGEST OF TECHNICAL PAPERS. ISSCC. 2005 IEEE
INTERNATIONAL, 2005. Anais. . . [S.l.: s.n.], 2005. p.184–592.

PHAM, D. C.; AIPPERSPACH, T.; BOERSTLER, D.; BOLLIGER, M.;
CHAUDHRY, R.; COX, D.; HARVEY, P.; HARVEY, P. M.; HOFSTEE, H. P.;
JOHNS, C.; KAHLE, J.; KAMEYAMA, A.; KEATY, J.; MASUBUCHI, Y.; PHAM,
M.; PILLE, J.; POSLUSZNY, S.; RILEY, M.; STASIAK, D. L.; SUZUOKI, M.;
TAKAHASHI, O.; WARNOCK, J.; WEITZEL, S.; WENDEL, D.; YAZAWA, K.
Overview of the architecture, circuit design, and physical implementation of a first-
generation cell processor. Solid-State Circuits, IEEE Journal of, [S.l.], v.41,
n.1, p.179–196, 2006.

RABAEY, J. M. Digital integrated circuits: a design perspective. Upper Saddle
River, NJ, USA: Prentice-Hall, Inc., 1996.



121

RAJARAM, A.; HU, J.; MAHAPATRA, R. Reducing Clock Skew Variability via
Cross Links. In: DESIGN AUTOMATION CONFERENCE, 41ST CONFERENCE
ON (DAC’04), 2004. Anais. . . [S.l.: s.n.], 2004. p.18–23.

RAJARAM, A.; PAN, D. Z. MeshWorks: an efficient framework for planning, syn-
thesis and optimization of clock mesh networks. In: ASP-DAC ’08: PROCEEDINGS
OF THE 2008 CONFERENCE ON ASIA AND SOUTH PACIFIC DESIGN AU-
TOMATION, 2008, Los Alamitos, CA, USA. Anais. . . IEEE Computer Society
Press, 2008. p.250–257.

REDDY, S. M.; WILKE, G. R.; MURGAI, R. Analyzing timing uncertainty in
mesh-based clock architectures. In: DATE ’06: PROCEEDINGS OF THE CON-
FERENCE ON DESIGN, AUTOMATION AND TEST IN EUROPE, 2006, 3001
Leuven, Belgium, Belgium. Anais. . . European Design and Automation Associa-
tion, 2006. p.1097–1102.

RESTLE, P.; CARTER, C.; ECKHARDT, J.; KRAUTER, B.; MCCREDIE2, B.;
JENKINS, K.; WEGER, A.; MULE, A. The clock distribution of the Power4 micro-
processor. In: IEEE INTERNAIONAL SOLID STATE CIRCUITS CONFERENCE
(ISSCC’02), 2002. Proceedings. . . [S.l.: s.n.], 2002. p.144–145.

RESTLE, P.; MCNAMARA, T.; WEBBER, D.; CAMPORESE, P.; ENG, K. F.;
JENKINS, K.; ALLEN, D.; ROHN, M.; QUARANTA, M.; BOERSTLER, D.;
ALPERT, C.; CARTER, C.; BAILEY, R.; PETROVICK, J.; KRAUTER, B.; MC-
CREDIE, B. A clock distribution network for microprocessors. IEEE Journal of
Solid-State Circuits, [S.l.], v.36, n.5, p.792–799, May 2001.

SALEH, R.; HUSSAIN, S.; ROCHEL, S.; OVERHAUSER, D. Clock skew verifi-
cation in the presence of IR-drop in the power distribution network. Computer-
Aided Design of Integrated Circuits and Systems, IEEE Transactions on,
[S.l.], v.19, n.6, p.635–644, Jun 2000.

SENTHINATHAN, R.; FISCHER, S.; RANGCHI, H.; YAZDANMEHR, H. A 650-
MHz, IA-32 Microprocessor with Enhanced Data Streaming for Graphic and Video.
IEEE Journal of Solid-State Circuits, [S.l.], v.34, n.11, p.1454–1465, Novem-
ber 1999.

SU, H.; SAPATNEKAR, S. S. Hybrid structured clock network construction. In:
ICCAD ’01: PROCEEDINGS OF THE 2001 IEEE/ACM INTERNATIONAL
CONFERENCE ON COMPUTER-AIDED DESIGN, 2001, Piscataway, NJ, USA.
Anais. . . IEEE Press, 2001. p.333–336.

SUTHERLAND, I. E.; SPROULL, R. F. Logical effort: designing for speed on the
back of an envelope. In: UNIVERSITY OF CALIFORNIA/SANTA CRUZ CON-
FERENCE ON ADVANCED RESEARCH IN VLSI, 1991., 1991, Cambridge, MA,
USA. Proceedings. . . MIT Press, 1991. p.1–16.

TAM, S.; LIMAYE, R. D.; DESAI, U. N. Clock Generation and Distribution for
the 130-nm Itanium 2 Processor with 6-MB On-Die L3 Cache. IEEE Journal of
Solid-State Circuits, [S.l.], v.39, n.4, p.636–624, April 2004.



122

TAM, S.; RUSU, S.; DESAI, U. N.; KIM, R.; ZHANG, J.; YOUNG, I. Clock gener-
ation and distribution for the first IA-64 microprocessor. IEEE Journal of Solid-
State Circuits, [S.l.], v.35, n.11, p.1545–1552, Nov 2000.

TANG, K.; FRIEDMAN, E. Lumped versus distributed RC and RLC interconnect
impedances. Circuits and Systems, 2000. Proceedings of the 43rd IEEE
Midwest Symposium on, [S.l.], v.1, p.136–139 vol.1, 2000.

THOMSON, M. G. R.; RESTLE, P. J.; JAMES, N. K. A 5GHz Duty-Cycle Cor-
recting Clock Distribution Network for the POWER6 Microprocessor. In: IEEE
INTERNAIONAL SOLID STATE CIRCUITS CONFERENCE (ISSCC’06), 2006.
Proceedings. . . [S.l.: s.n.], 2006. p.1522–1529.

VENKATARAMAN, G.; FENG, Z.; HU, J.; LI, P. Combinatorial algorithms for
fast clock mesh optimization. In: ICCAD ’06: PROCEEDINGS OF THE 2006
IEEE/ACM INTERNATIONAL CONFERENCE ON COMPUTER-AIDED DE-
SIGN, 2006, New York, NY, USA. Anais. . . ACM, 2006. p.563–567.

VISWESWARIAH, C.; RAVINDRAN, K.; KALAFALA, K.; WALKER, S. G.;
NARAYAN, S. First-order incremental block-based statistical timing analysis. In:
DAC ’04: PROCEEDINGS OF THE 41ST ANNUAL CONFERENCE ON DESIGN
AUTOMATION, 2004, New York, NY, USA. Anais. . . ACM, 2004. p.331–336.

WANG, R.; KOH, C.-K. A frequency-domain technique for statistical timing analy-
sis of clock meshes. In: ICCAD ’07: PROCEEDINGS OF THE 2007 IEEE/ACM IN-
TERNATIONAL CONFERENCE ON COMPUTER-AIDED DESIGN, 2007, Pis-
cataway, NJ, USA. Anais. . . IEEE Press, 2007. p.334–339.

WARNOCK, J. D.; KEATY, J. M.; PETROVICK, J.; CLABES, J. G.; KIRCHER,
C. J.; KRAUTER, L. B.; RESTLE, J. P.; ZORIC, B. A.; ANDERSON, C. J. The
circuit and physical design of the POWER4 microprocessor. IBM JOURNAL OF
RESEARCH AND DEVELOPMENT, [S.l.], v.46, n.1, p.27–52, January 2002.

WESTE, N. H. E.; ESHRAGHIAN, K. Principles of CMOS VLSI design: a
systems perspective. Boston, MA, USA: Addison-Wesley Longman Publishing Co.,
Inc., 1985.

WILKE, G. R.; MURGAI, R. Design and Analysis of ”Tree+Local Meshes” Clock
Architecture. In: ISQED ’07: PROCEEDINGS OF THE 8TH INTERNATIONAL
SYMPOSIUM ON QUALITY ELECTRONIC DESIGN, 2007, Washington, DC,
USA. Anais. . . IEEE Computer Society, 2007. p.165–170.

WILKE, G.; REIS, R.; MURGAI, R. Evaluating Clock Distribution Architectures.
In: TRABALHO DE CONCLUSAO DE CURSO, 2004. Anais. . . [S.l.: s.n.], 2004.

XANTHOPOULOS, T.; BAILEY, D. W.; GANGWAR, A. K.; GOWAN, M. K.;
JAIN, A. K.; PREWITT, B. K. The Design and Analysis of the Clock Distribution
Network for a 1.2GHz Alpha Microprocessor. In: IEEE INTERNAIONAL SOLID
STATE CIRCUITS CONFERENCE (ISSCC’01), 2001. Proceedings. . . [S.l.: s.n.],
2001. p.402–403.



123

YE, X.; LI, P.; ZHAO, M.; PANDA, R.; HU, J. Analysis of large clock meshes
via harmonic-weighted model order reduction and port sliding. In: ICCAD ’07:
PROCEEDINGS OF THE 2007 IEEE/ACM INTERNATIONAL CONFERENCE
ON COMPUTER-AIDED DESIGN, 2007, Piscataway, NJ, USA. Anais. . . IEEE
Press, 2007. p.627–631.

YE, X.; ZHAO, M.; PANDA, R.; LI, P.; HU, J. Accelerating Clock Mesh Simula-
tion Using Matrix-Level Macromodels and Dynamic Time Step Rounding. Quality
Electronic Design, 2008. ISQED 2008. 9th International Symposium on,
[S.l.], p.627–632, March 2008.

YEH, C.; WILKE, G.; CHEN, H.; REDDY, S.; NGUYEN, H.; MIYOSHI, T.;
WALKER, W.; MURGAI, R. Clock Distribution Architectures: a comparative
study. In: ISQED ’06: PROCEEDINGS OF THE 7TH INTERNATIONAL SYM-
POSIUM ON QUALITY ELECTRONIC DESIGN, 2006, Washington, DC, USA.
Anais. . . IEEE Computer Society, 2006. p.85–91.

ZHANG, H.; RABAEY, J. Low-swing interconnect interface circuits. In: ISLPED
’98: PROCEEDINGS OF THE 1998 INTERNATIONAL SYMPOSIUM ON LOW
POWER ELECTRONICS AND DESIGN, 1998, New York, NY, USA. Anais. . .
ACM Press, 1998. p.161–166.

ZHANG, L.; YU, W.; ZHU, H.; ZHANG, W.; CHENG, C.-K. Clock Skew Analy-
sis via Vector Fitting in Frequency Domain. Quality Electronic Design, 2008.
ISQED 2008. 9th International Symposium on, [S.l.], p.476–479, March 2008.



Livros Grátis
( http://www.livrosgratis.com.br )

 
Milhares de Livros para Download:
 
Baixar livros de Administração
Baixar livros de Agronomia
Baixar livros de Arquitetura
Baixar livros de Artes
Baixar livros de Astronomia
Baixar livros de Biologia Geral
Baixar livros de Ciência da Computação
Baixar livros de Ciência da Informação
Baixar livros de Ciência Política
Baixar livros de Ciências da Saúde
Baixar livros de Comunicação
Baixar livros do Conselho Nacional de Educação - CNE
Baixar livros de Defesa civil
Baixar livros de Direito
Baixar livros de Direitos humanos
Baixar livros de Economia
Baixar livros de Economia Doméstica
Baixar livros de Educação
Baixar livros de Educação - Trânsito
Baixar livros de Educação Física
Baixar livros de Engenharia Aeroespacial
Baixar livros de Farmácia
Baixar livros de Filosofia
Baixar livros de Física
Baixar livros de Geociências
Baixar livros de Geografia
Baixar livros de História
Baixar livros de Línguas

http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_1/administracao/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_2/agronomia/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_3/arquitetura/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_4/artes/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_5/astronomia/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_6/biologia_geral/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_8/ciencia_da_computacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_9/ciencia_da_informacao/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_7/ciencia_politica/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_10/ciencias_da_saude/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_11/comunicacao/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_12/conselho_nacional_de_educacao_-_cne/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_13/defesa_civil/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_14/direito/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_15/direitos_humanos/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_16/economia/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_17/economia_domestica/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_18/educacao/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_19/educacao_-_transito/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_20/educacao_fisica/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_21/engenharia_aeroespacial/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_22/farmacia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_23/filosofia/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_24/fisica/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_25/geociencias/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_26/geografia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_27/historia/1
http://www.livrosgratis.com.br/cat_31/linguas/1
http://www.livrosgratis.com.br/cat_31/linguas/1
http://www.livrosgratis.com.br/cat_31/linguas/1
http://www.livrosgratis.com.br/cat_31/linguas/1
http://www.livrosgratis.com.br/cat_31/linguas/1
http://www.livrosgratis.com.br/cat_31/linguas/1
http://www.livrosgratis.com.br/cat_31/linguas/1


Baixar livros de Literatura
Baixar livros de Literatura de Cordel
Baixar livros de Literatura Infantil
Baixar livros de Matemática
Baixar livros de Medicina
Baixar livros de Medicina Veterinária
Baixar livros de Meio Ambiente
Baixar livros de Meteorologia
Baixar Monografias e TCC
Baixar livros Multidisciplinar
Baixar livros de Música
Baixar livros de Psicologia
Baixar livros de Química
Baixar livros de Saúde Coletiva
Baixar livros de Serviço Social
Baixar livros de Sociologia
Baixar livros de Teologia
Baixar livros de Trabalho
Baixar livros de Turismo
 
 

http://www.livrosgratis.com.br/cat_28/literatura/1
http://www.livrosgratis.com.br/cat_28/literatura/1
http://www.livrosgratis.com.br/cat_28/literatura/1
http://www.livrosgratis.com.br/cat_28/literatura/1
http://www.livrosgratis.com.br/cat_28/literatura/1
http://www.livrosgratis.com.br/cat_28/literatura/1
http://www.livrosgratis.com.br/cat_28/literatura/1
http://www.livrosgratis.com.br/cat_30/literatura_de_cordel/1
http://www.livrosgratis.com.br/cat_30/literatura_de_cordel/1
http://www.livrosgratis.com.br/cat_30/literatura_de_cordel/1
http://www.livrosgratis.com.br/cat_30/literatura_de_cordel/1
http://www.livrosgratis.com.br/cat_30/literatura_de_cordel/1
http://www.livrosgratis.com.br/cat_30/literatura_de_cordel/1
http://www.livrosgratis.com.br/cat_30/literatura_de_cordel/1
http://www.livrosgratis.com.br/cat_30/literatura_de_cordel/1
http://www.livrosgratis.com.br/cat_30/literatura_de_cordel/1
http://www.livrosgratis.com.br/cat_30/literatura_de_cordel/1
http://www.livrosgratis.com.br/cat_30/literatura_de_cordel/1
http://www.livrosgratis.com.br/cat_29/literatura_infantil/1
http://www.livrosgratis.com.br/cat_29/literatura_infantil/1
http://www.livrosgratis.com.br/cat_29/literatura_infantil/1
http://www.livrosgratis.com.br/cat_29/literatura_infantil/1
http://www.livrosgratis.com.br/cat_29/literatura_infantil/1
http://www.livrosgratis.com.br/cat_29/literatura_infantil/1
http://www.livrosgratis.com.br/cat_29/literatura_infantil/1
http://www.livrosgratis.com.br/cat_29/literatura_infantil/1
http://www.livrosgratis.com.br/cat_29/literatura_infantil/1
http://www.livrosgratis.com.br/cat_32/matematica/1
http://www.livrosgratis.com.br/cat_32/matematica/1
http://www.livrosgratis.com.br/cat_32/matematica/1
http://www.livrosgratis.com.br/cat_32/matematica/1
http://www.livrosgratis.com.br/cat_32/matematica/1
http://www.livrosgratis.com.br/cat_32/matematica/1
http://www.livrosgratis.com.br/cat_32/matematica/1
http://www.livrosgratis.com.br/cat_33/medicina/1
http://www.livrosgratis.com.br/cat_33/medicina/1
http://www.livrosgratis.com.br/cat_33/medicina/1
http://www.livrosgratis.com.br/cat_33/medicina/1
http://www.livrosgratis.com.br/cat_33/medicina/1
http://www.livrosgratis.com.br/cat_33/medicina/1
http://www.livrosgratis.com.br/cat_33/medicina/1
http://www.livrosgratis.com.br/cat_34/medicina_veterinaria/1
http://www.livrosgratis.com.br/cat_34/medicina_veterinaria/1
http://www.livrosgratis.com.br/cat_34/medicina_veterinaria/1
http://www.livrosgratis.com.br/cat_34/medicina_veterinaria/1
http://www.livrosgratis.com.br/cat_34/medicina_veterinaria/1
http://www.livrosgratis.com.br/cat_34/medicina_veterinaria/1
http://www.livrosgratis.com.br/cat_34/medicina_veterinaria/1
http://www.livrosgratis.com.br/cat_34/medicina_veterinaria/1
http://www.livrosgratis.com.br/cat_34/medicina_veterinaria/1
http://www.livrosgratis.com.br/cat_35/meio_ambiente/1
http://www.livrosgratis.com.br/cat_35/meio_ambiente/1
http://www.livrosgratis.com.br/cat_35/meio_ambiente/1
http://www.livrosgratis.com.br/cat_35/meio_ambiente/1
http://www.livrosgratis.com.br/cat_35/meio_ambiente/1
http://www.livrosgratis.com.br/cat_35/meio_ambiente/1
http://www.livrosgratis.com.br/cat_35/meio_ambiente/1
http://www.livrosgratis.com.br/cat_35/meio_ambiente/1
http://www.livrosgratis.com.br/cat_35/meio_ambiente/1
http://www.livrosgratis.com.br/cat_36/meteorologia/1
http://www.livrosgratis.com.br/cat_36/meteorologia/1
http://www.livrosgratis.com.br/cat_36/meteorologia/1
http://www.livrosgratis.com.br/cat_36/meteorologia/1
http://www.livrosgratis.com.br/cat_36/meteorologia/1
http://www.livrosgratis.com.br/cat_36/meteorologia/1
http://www.livrosgratis.com.br/cat_36/meteorologia/1
http://www.livrosgratis.com.br/cat_45/monografias_e_tcc/1
http://www.livrosgratis.com.br/cat_45/monografias_e_tcc/1
http://www.livrosgratis.com.br/cat_45/monografias_e_tcc/1
http://www.livrosgratis.com.br/cat_45/monografias_e_tcc/1
http://www.livrosgratis.com.br/cat_45/monografias_e_tcc/1
http://www.livrosgratis.com.br/cat_45/monografias_e_tcc/1
http://www.livrosgratis.com.br/cat_45/monografias_e_tcc/1
http://www.livrosgratis.com.br/cat_37/multidisciplinar/1
http://www.livrosgratis.com.br/cat_37/multidisciplinar/1
http://www.livrosgratis.com.br/cat_37/multidisciplinar/1
http://www.livrosgratis.com.br/cat_37/multidisciplinar/1
http://www.livrosgratis.com.br/cat_37/multidisciplinar/1
http://www.livrosgratis.com.br/cat_38/musica/1
http://www.livrosgratis.com.br/cat_38/musica/1
http://www.livrosgratis.com.br/cat_38/musica/1
http://www.livrosgratis.com.br/cat_38/musica/1
http://www.livrosgratis.com.br/cat_38/musica/1
http://www.livrosgratis.com.br/cat_38/musica/1
http://www.livrosgratis.com.br/cat_38/musica/1
http://www.livrosgratis.com.br/cat_39/psicologia/1
http://www.livrosgratis.com.br/cat_39/psicologia/1
http://www.livrosgratis.com.br/cat_39/psicologia/1
http://www.livrosgratis.com.br/cat_39/psicologia/1
http://www.livrosgratis.com.br/cat_39/psicologia/1
http://www.livrosgratis.com.br/cat_39/psicologia/1
http://www.livrosgratis.com.br/cat_39/psicologia/1
http://www.livrosgratis.com.br/cat_40/quimica/1
http://www.livrosgratis.com.br/cat_40/quimica/1
http://www.livrosgratis.com.br/cat_40/quimica/1
http://www.livrosgratis.com.br/cat_40/quimica/1
http://www.livrosgratis.com.br/cat_40/quimica/1
http://www.livrosgratis.com.br/cat_40/quimica/1
http://www.livrosgratis.com.br/cat_40/quimica/1
http://www.livrosgratis.com.br/cat_41/saude_coletiva/1
http://www.livrosgratis.com.br/cat_41/saude_coletiva/1
http://www.livrosgratis.com.br/cat_41/saude_coletiva/1
http://www.livrosgratis.com.br/cat_41/saude_coletiva/1
http://www.livrosgratis.com.br/cat_41/saude_coletiva/1
http://www.livrosgratis.com.br/cat_41/saude_coletiva/1
http://www.livrosgratis.com.br/cat_41/saude_coletiva/1
http://www.livrosgratis.com.br/cat_41/saude_coletiva/1
http://www.livrosgratis.com.br/cat_41/saude_coletiva/1
http://www.livrosgratis.com.br/cat_42/servico_social/1
http://www.livrosgratis.com.br/cat_42/servico_social/1
http://www.livrosgratis.com.br/cat_42/servico_social/1
http://www.livrosgratis.com.br/cat_42/servico_social/1
http://www.livrosgratis.com.br/cat_42/servico_social/1
http://www.livrosgratis.com.br/cat_42/servico_social/1
http://www.livrosgratis.com.br/cat_42/servico_social/1
http://www.livrosgratis.com.br/cat_42/servico_social/1
http://www.livrosgratis.com.br/cat_42/servico_social/1
http://www.livrosgratis.com.br/cat_43/sociologia/1
http://www.livrosgratis.com.br/cat_43/sociologia/1
http://www.livrosgratis.com.br/cat_43/sociologia/1
http://www.livrosgratis.com.br/cat_43/sociologia/1
http://www.livrosgratis.com.br/cat_43/sociologia/1
http://www.livrosgratis.com.br/cat_43/sociologia/1
http://www.livrosgratis.com.br/cat_43/sociologia/1
http://www.livrosgratis.com.br/cat_44/teologia/1
http://www.livrosgratis.com.br/cat_44/teologia/1
http://www.livrosgratis.com.br/cat_44/teologia/1
http://www.livrosgratis.com.br/cat_44/teologia/1
http://www.livrosgratis.com.br/cat_44/teologia/1
http://www.livrosgratis.com.br/cat_44/teologia/1
http://www.livrosgratis.com.br/cat_44/teologia/1
http://www.livrosgratis.com.br/cat_46/trabalho/1
http://www.livrosgratis.com.br/cat_46/trabalho/1
http://www.livrosgratis.com.br/cat_46/trabalho/1
http://www.livrosgratis.com.br/cat_46/trabalho/1
http://www.livrosgratis.com.br/cat_46/trabalho/1
http://www.livrosgratis.com.br/cat_46/trabalho/1
http://www.livrosgratis.com.br/cat_46/trabalho/1
http://www.livrosgratis.com.br/cat_47/turismo/1
http://www.livrosgratis.com.br/cat_47/turismo/1
http://www.livrosgratis.com.br/cat_47/turismo/1
http://www.livrosgratis.com.br/cat_47/turismo/1
http://www.livrosgratis.com.br/cat_47/turismo/1
http://www.livrosgratis.com.br/cat_47/turismo/1
http://www.livrosgratis.com.br/cat_47/turismo/1

